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1. INTRODUCTION

Determining fault location in power systems using the
available measurements and models is an important task
since it allows the maintenance crews to inspect the site
where the fault may have occurred, inspect the equip-
ment, make repairs, and allow the operators to restore
the service. This task has evolved over time regarding the
proposed methods and available engineering tools. This
article is a survey of some of the very original methods that
were introduced when digital technology was applied to
power systems over 40–50 years ago as well as some very
new methods introduced in the past few years. Covering
a span of over 50 years allowed us to mention only some
of the details of the most promising approaches, while
many details had to be left to the readers’ personal efforts
in reading a comprehensive list of references provided at
the end.

The organization of the article is as follows: the fault
location background, basics of fault location algorithms,
and approaches to determining transmission line model
parameter are covered in the first three sections. We
then cover the fault location methods based on the mea-
surements of the waveforms reflecting electromagnetic
transients, phasors, and electromechanical transients in
Sections 4–6, respectively. We finally cover the algorithms
based on a combination of physics- and data-based meth-
ods used for determining fault location in distribution
systems in Section 7, and predicting faults in both trans-
mission and distribution systems in Section 8. Conclusions
are given in Section 9, followed by references in Section
10.

2. THE FAULT LOCATION BACKGROUND

Power systems represent a vital component of the electri-
cal utility infrastructure aimed at supplying power to a
variety of users. These systems consist of a number of dif-
ferent components including generators, power transform-
ers, transmission lines, and loads. The design of the system
components and the overall systems is implemented under
a stringent reliability requirement with a strong emphasis
on continuity of the power supply.

The most common and desirable operating mode of a
power system is the normal operation in which typically
an alternating-current (ac) generator is used to produce
and maintain the supply of the sinusoidal 60-Hz wave-
forms of voltages and currents. Transmission lines used
to connect the generators and loads allow the transfer of
power between the generation and load sites. Power trans-
formers are used to step up the voltage from the generator
level to the transmission-line level for more efficient trans-
fer of power over the transmission lines connecting the
generators and loads. At the location of the load, power

transformers are used again to step down the voltage to
the levels required by a variety of loads. All or the major
components in a power system are connected using switch-
ing equipment, allowing the components to be put in and
out of services as needed.

Power-system operation can be viewed as falling
into one of the following states: normal, emergency, or
restorative. As in any other technical system, there are
circumstances under which failures in the system oper-
ation do occur. The faults on a transmission line create
an emergency operating state. They are detected by spe-
cial equipment called protective relays. Protective relays
are designed to issue a trip command to the switching
equipment (circuit breakers) to open both ends of a trans-
mission line if a fault is detected and confirmed by the
relaying algorithm as being present on that line. Eighty
to ninety percent of all faults are temporary. After a
fault has occurred and relays have detected the fault and
disconnected the line, it is a general practice to automat-
ically attempt to restore the line one or more times. If
the fault is gone when the line is reenergized, the circuit
breakers will stay closed, and only a momentary loss of
service occurs. Automatic reclosing is done between 30
cycles and 30 seconds, depending on the utility’s practice.
If the fault is permanent, the relays will trip the circuit
breakers each time they reclose until the preset number of
reclosures has occurred, at which time the circuit breaker
is locked out and the line remains deenergized until the
fault is inspected and damage repaired. In either event, it
is important to determine the location of the fault. Even
temporary faults may leave a residue of damage which
must be repaired at the earliest opportunity. If the fault is
permanent, the damage must, of course, be repaired and
the line returned to service.

Fault-location techniques are used to determine the
location of the fault on a transmission line or distribution
feeder. Once the damage caused by the fault can be located,
the line/feeder can be repaired and restored as soon as
possible. Since the efficiency in repairing and restoring the
line/feeder is greatly dependent on the ability to locate the
damaged part accurately, it is extremely important that
the fault-location algorithm is very accurate, so that the
maintenance crews can be dispatched to the appropriate
location immediately.

Most transmission-line or distribution feeder faults
occur during severe weather conditions when lighting
strikes towers or conductors, producing stresses on the
insulation between the conductors and supporting struc-
tures. In addition, some natural environmental conditions
such as a tree growing or bird flying into a transmission
line or distribution feeder can cause a fault. The cause
of the fault in this case is a foreign object connecting the
cables causing the insulation breakdown. Since all of the
mentioned causes are random, faults can occur at any
time and at any location.

2.1. Properties of Conductor Faults

The transmission line or distribution feeders fed by an
ac source are built with either three- or single-phase
conductor configuration. Our discussion will be related to

J. Webster (ed.), Wiley Encyclopedia of Electrical and Electronics Engineering. Copyright © 2022 John Wiley & Sons, Inc.
DOI: 10.1002/047134608X.W8436



2 Fault Location: The Models, Methods, and Solutions

a three-phase system. The three-phase system assumes
that there are three conductors, each energized with
currents and voltages. These conductors are mounted on
towers/poles that support the line/feeder all the way from
the generating plant or a substation to another substation
or a customer load. The typical span between two trans-
mission towers in a high-voltage transmission system is
between 200 and 500 m. The spans between distribution
poles are far shorter. The electrical relationship between
the three-phase voltages or currents is represented with
phasors that are of the same magnitude but 120∘ apart.
These phasors can be defined for an electrical condition
between each of the conductors or between a conductor
and a ground potential. These quantities are typically
called the line and phase values, respectively.

Transmission-line faults are mostly caused by deteri-
oration of the insulating materials due to environmental
and particular operating conditions. Construction of over-
head transmission lines requires that the conductors
carrying the current are dispensed on large supporting
structures called towers or poles. Since the most common
transmission principle uses three-phase systems, at least
three conductors are placed on one supporting structure.
To make sure that there is no insulation breakdown
between the conductors and supporting structures, as
well as among conductors, several insulating components
and principles are used. Most commonly, ceramic or poly-
mer insulators are used when connecting the cables to
the supporting structure. In addition, adequate spacing
between conductors is provided to allow for air to serve
as an insulator between conductors. In some instances,
a separate conductor connected to the ground at each
of the supporting structures is placed on the top of the
structures (the “earth” conductor). It is used to shield the
other conductors from the impacts of lightning that may
cause an insulation breakdown and damage the insulators
and conductors.

Once a fault occurs on a conductor, it can take a variety
of forms. The common fault is the connection of a conductor
to the ground. This connection can be via an electrical path
of very low resistance, such as an arc caused by a lighting.
In most of the ground faults that are caused by a lightning
strike, the connection with the ground is established via
an earth wire placed on the top of the tower and connected
to the ground at the footing of each tower. Yet another pos-
sibility is that the ground connection is established via an
electrical path with a higher resistance, such as the case
in which a tree or a foreign object provides the connect-
ing path. These types of faults are called ground faults and
can be established individually between any of the conduc-
tors and the ground or between any two conductors jointly
connected to the ground. In addition, all three conductors
can be involved jointly in a three-phase ground fault. The
other types of faults are related to various combinations of
faults between the conductors without involving a ground
connection. These types are called phase-to-phase faults. It
is important that fault-location techniques are capable of
accurately determining the fault location under a variety
of different fault types.

Yet another consideration associated with the fault
is the length of time required to detect the fault and

disconnect the transmission line. As mentioned earlier,
protective relays are used to detect a fault and issue a trip
command to a breaker. There are two distinct time frames
involved in fault detection and fault location. Protective
relays may be required to operate very fast such as in one
cycle 60 Hz, 1 cycle=16.66 ms, in the case of transmission
line fault clearing. To do this, relays are set to recognize
whether a fault is in or out of a given zone of protection
and to make the decision in the presence of electrical
noise and other transient effects such as dc offset, current
transformer, or potential transformer inaccuracies. The
exact location of the fault is not required as long as it
is determined that it is within the zone of protection.
This operating time requirement of 1 cycle may result
in an incorrect decision and an incorrect operation. The
relay, however, must be dependable (when there is a fault,
the relays trip) and secure (when there is no fault, the
relays do not trip). In high-voltage and extra high-voltage
networked systems this is acceptable because the power
system itself is designed to be robust and maintains its
integrity even with the loss of a line. At distribution and
industrial voltage levels where the system is radial (i.e.,
only single source), security may be a more important fac-
tor than dependability since the loss of a line may result
in the loss of service to an area or a group of customers. In
this situation, the relay’s operating time may be delayed
beyond 1 cycle to be sure that the measurement is correct.
After the relay has operated and a trip command is given
to the circuit breaker, the circuit breaker will clear the
fault in 2–3 cycles, making the total clearing time 3–4 or
more cycles. For fault location, this is the time that the
current and voltage waveforms can be monitored.

Another aspect of a relay operation is the provision
to reclose the circuit breaker automatically after it had
been opened by the relay trip action. This technique
is called automatic reclosing and is commonly applied
on high-voltage transmission lines and in some special
instances on the distribution feeders. Since quite a few of
the transmission-line faults are temporary in nature, the
autoreclosing function provides an automatic attempt to
reclose the line and keep it in service if the fault has disap-
peared. Furthermore, the circuit breakers can operate on
all three phases simultaneously, or the construction may
allow for single-phase (single-pole) breaker operation.
Fault-location techniques need to be able to determine the
fault type correctly so that a proper autoreclosing action
can be applied.

2.2. Fault Location Requirements

As an example, the transmission-line fault-location func-
tion needs to satisfy several major requirements as follows:

• The accuracy must be sufficient to locate the fault
within a span of two towers. Typically, 0.1% error is
acceptable, but an accuracy of 0.01% is desirable.

• The accuracy should be maintained even if only a short
segment of the fault data from a distorted waveform is
measured. Typically, it is required that no more than a
few cycles of data are sufficient for the calculation.
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Figure 1. Fault-location equipment connection. CB is the circuit
breaker, R the relay, FL the fault locator, CT the current trans-
former, CCVT the capacitor coupling voltage transformer, and CC
the communication channel (not always required).

• The accuracy should not deteriorate if various types of
faults and numerous autoreclosing requirements are
considered. Typically, it is acceptable if the accuracy
deteriorates under some difficult fault cases in which
the fault resistance changes during the fault, but it is
desirable that the accuracy be stable even under these
conditions.

Fault-location application requirements are quite
diverse and can be discussed using Figure 1.

Protective Relaying System. The fault-location applica-
tion requires that full consideration is also given to the
elements that constitute the relaying systems: protective
relays, instrument transformers, and circuit breakers.
Protective relays are supposed to detect the fault and iso-
late the line before the system is endangered and further
damage is incurred. The fault clearing time of a typi-
cal transmission-line relay is around four cycles, which
should provide sufficient measurement time to obtain the
waveform data for the fault-location application. Since
the relays give a determination based on the waveform
measurements obtained by the current transformer and
capacitor coupling voltage transformers (CT and CCVT,
respectively), it is important to understand the errors
introduced by the transformers. Typical distortion that
may affect the current waveform is the saturation of the
iron core. The CCVT are associated with low-pass filtering
characteristics as well as signal oscillations in the case of
voltage collapse. The instrument–transformer inaccura-
cies are very important in determining the overall error in
the fault-location algorithm. The instrument–transformer
error may significantly affect the fault location error, caus-
ing it to deteriorate for an order or magnitude. Finally,
the circuit breakers are initiated by the relays to clear the
fault. The phenomena of breaker restrike and ferro reso-
nance distortion are important when using the waveform
data captured before the breaker opens in calculating the
fault location.

Implementation Requirements. The algorithms for fault
location may be implemented using

• Fault-location devices
• Protective relays
• Digital fault recorders

Stand-alone fault locators are the most flexible option
since the entire design can be optimized for fault-location
application. At the same time, this is the most expensive
solution since the entire device accommodates only one
function, namely, the fault location. Some vendors have
opted for such a solution, justifying an increased cost
with a claim that their fault-location implementation
guarantees unsurpassed accuracy performance (1).

The most common implementation approach is to
use the line/feeder protection relays as the platform for
the fault-location implementation. This approach is cost
effective since the increment required to accommodate
the fault-location algorithm is minimal. Almost all of the
protective-relay vendors offer some form of a fault location
algorithm as a standard feature of their relay designs.

Yet another option is to use a digital fault recorder
(DFR) design as the platform for fault-location imple-
mentation. DFRs are commonly used in high-voltage
transmission substations to record voltages and currents
on the transmission lines. Again, most of the DFR vendors
have implemented a fault-location algorithm and provide
it as a standard feature of their product.

Even though fault-location implementation can be
diverse, it should be noted that the accuracy and cost
requirements are always the key consideration. There-
fore, it is essential to understand the possible benefits
and shortcomings of using different types of data and
system-implementation approaches when designing or
selecting a fault locator.

Cost/Performance Considerations. As an example, the
following design considerations directly affect the cost/per-
formance rating of a given fault-location implementation
on transmission lines:

• One- or two-ended application
• Synchronized or unsynchronized data acquisition
• Data samples from the adjacent lines

The least expensive fault-location application is to use a
single-terminal measurement of voltages and currents. In
this case, an existing transmission line relay or a DFR can
be used. The main difference between these application
approaches is the input data waveform processing require-
ment. Most of the protective relays use a low sampling rate
to reconstruct phasors. The DFR sampling is up to 5 kHz
and higher and enables recovery of other waveform compo-
nents. The accuracy and complexity of the input channels
have a bearing on both the cost and performance of the
fault-location implementation.

A more expensive but also more accurate solution is
a two-terminal implementation with which the data from
the transmission line ends are collected and brought to a
centralized place where the fault location is calculated. In
this case, a communication channel is needed to transfer
the required data, which increases the cost of the overall
solution. A variation between these solutions is in the way
the data sampling is performed. Most of the implementa-
tions do not require that the data sampling at two ends of
the line is synchronized to a common time source, while the
most accurate solutions require the synchronization (2).
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Finally, in order to achieve even greater fault-location
accuracy, data samples from the lines parallel to the
faulted line, and from all ends of a multiterminal line
involved in a fault, can be used. Obviously, more input
channels and communication facilities are needed in this
case, but accuracy can be improved significantly (3).

3. THE BASICS OF TRANSMISSION LINE FAULT LOCATION
ALGORITHM

A fault-location algorithm defines the steps needed to
obtain the fault location using the measurements of volt-
ages and currents from one or more ends of the line. A
set of equations representing the mathematical model of
the faulted transmission line is needed to define the algo-
rithm. The quantities that appear in the equations are (i)
voltages and currents, (ii) transmission-line parameters,
and (iii) fault parameters.

The voltage and current in power systems are a com-
bination of four kinds of signal components: fundamental,
higher or lower frequency, transients, and noise. The
fundamental component is a sinusoid having a system
frequency that is equal to 60 Hz (in the United States or
50 Hz in some other countries). The higher or lower fre-
quency components are also sinusoids having a frequency
different from the fundamental one. The transients are
temporary phenomena having diverse mathematical rep-
resentation. They arise whenever the voltages or currents
abruptly change. An occurrence of the fault causes such
an event. The noise is a random signal component usually
generated by measurement errors. In the normal opera-
tion of the transmission line, the fundamental component
is dominant.

Two types of transmission-line mathematical models
are in use for fault-location algorithms: the distributed-
parameter model and the lumped-parameter model. The
distributed-parameter model is mostly suitable for long
transmission lines. The lumped-parameter model is a
simplification of the distributed-parameter model and is
used for shorter lines only. These models are also known
as the long- and short-line model, respectively. Further
details about the use of the models are given in Section 3.

In the distributed-parameter model, the voltages and
currents are functions of time t and position r. The model
consists of two linear partial differential equations of the
first order. First, we consider the equations for the case of
the one-phase transmission line:

−vx(x, t) = lit(x, t) + ri(x, t) (1)

−ix(x, t) = cvt(x, t) + gv(x, t) (2)

In these equations, the line parameters l, r, c, and g are
inductance, resistance, capacitance, and conductance per
unit length, respectively, v(x, t) is the voltage, and i(x, t) is
the current. The subscripts x and t denote partial deriva-
tives regarding the position and time, respectively.

A three-phase transmission line has as a model two-
matrix equation similar to equations 1 and 2. The elements
of the voltage vector are three-phase voltages, and the

elements of the current vector are three-phase currents.
Transmission-line parameters are represented by matri-
ces R, L, C, and G and are composed of self-resistance,
mutual resistance, inductance, capacitance, and conduc-
tance. The details of the determining parameters of such
a model will be presented later.

The lumped-parameter model neglects the line conduc-
tance g and capacitance c. The partial derivative of the
current relative to position, in equation 2, is equal to zero
in this case. Therefore, the current does not change along
the line. The integration along the transmission line from
one end (the sending end) to a point at a distance x from the
sending end produces the following differential equation:

vx(t) − vs(t) = xri(t) + lx[di(t)∕dt] (3)

In equation 3, vs(t) is the voltage at the sending end,
vx(t) is the voltage at a distance x from the sending end,
and i(t) is the current on the line. In the case of a multi-
conductor line, the model is a matrix equation similar in
form to equation 3. The line has a matrix model contain-
ing as its elements the self-resistance, mutual resistance,
and inductances.

The Fourier transformation of equation 3 can be made
if all the line parameters are constant. Furthermore, if the
currents and voltages are the fundamental components,
they will appear in the equation as phasors.

Note that due to the linearity of the equations, voltages
and currents in both models may be replaced by their com-
ponents.

For example, voltages or currents may consist of a fun-
damental component only or a transient component only.
The classification of the existing fault-location algorithms
depends on the line model and the signal component used.
Most of the existing algorithms belong to two main groups:

• Phasor-based algorithms use the fundamental compo-
nent of the signals only. The fundamental components
then appear as phasors. The line model is usually the
lumped-parameter model.

• Partial differential equation-based algorithms use
transient components of signals and the distributed-
parameter model of the line.

We will explain the underlying principles of the two
groups using their exemplary algorithms.

3.1. Phasor-Based Algorithms

The phasor-based algorithms use a Fourier transform of
equation 3 to model the line. The line is represented by
its impedance per unit length Z= r+ j2π f0l and its length
d. Figure 2 depicts the circuit model of the faulted line.
There are three groups of quantities in Figure 2. The pha-
sors of voltages and currents are known since they may be
calculated from the signal samples. The transmission-line
impedance Z and its length are also known from the line
construction data. The fault position x, the fault impedance
ZF, and the fault voltage VF are not known.

The aim of the algorithm is to find the unknown dis-
tance x to the fault. Two main steps in a phasor-based algo-
rithm are (i) calculation of phasors from the signal samples
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Figure 2. The circuit of a faulted transmission line. S, F, and R
are the positions of the sending end, fault, and the receiving end,
respectively; x is the distance to the fault; Z is the line impedance;
d is the transmission line length; VS, VF, and VR are the volt-
ages at the sending end, fault, and the receiving end, respectively;
IS, IF, and IR are the currents at the sending end, fault, and the
receiving end, respectively; ZES and ZER are the Thévenin equiv-
alent impedances; and VES and VER are the Thévenin equivalent
voltages.

and (ii) solution of the set of equations for the unknown
fault distance.

The phasors are calculated from the corresponding volt-
age and current samples. An arbitrary sinusoid, say volt-
age v(t), is represented by a phasor V. A phasor is a complex
number defined by its real value Re{V}, its imaginary value
Im{V}, or alternatively by its phase 𝜃 and amplitude |V|.
The calculation of the phasor parameters is accomplished
using Fourier analysis. The formulae for the real and imag-
inary parts of a phasor are

Re{V} = fs

N−1∑
n−0

v(n∕N f0) cos(2πn∕N) (4)

Im{V} = fs

N−1∑
n−0

v(n∕N f0) sin(2πn∕N) (5)

Here, N is an integer equal to the ratio of the sampling
frequency fs and the system frequency f0. The samples of
the corresponding signal v(t) are equal to v(n∕N f0). They
are taken in a window of samples one cycle long. The ampli-
tude |V| and the phase 𝜃 of the phasor are then calcu-
lated by the well-known formulae for the calculation of the
amplitude and phase of a complex number from its real
and imaginary values.

The preceding Fourier analysis formulae give an exact
value of the phasor’s real and imaginary values only if the
signal is a pure sinusoid. The presence of the higher har-
monics, transients, and noise introduces an error in the
phasor calculation.

The phasor-based algorithms also differ depending on
the location where the measurements are taken. One-end
algorithms use measured data from one side of the line
only. This side is conventionally named the sending end.
Two-end algorithms use data from both the sending end
and the other end, called the receiving end. One-end
algorithms are more commonly used since they do not
need the communication channel required in the two-end
algorithms.

The One-End Algorithms. One of the well-known algo-
rithms of this type was defined by Takagi et al. (4) for the
three-phase transmission line. The fault type considered
is the line to ground fault. This is the most common type
of fault. For convenience, the fault was considered to be on
phase a. The algorithm of Takagi et al. neglected mutual
impedances and resistances between the phases. There-
fore, the one-line diagram given in Figure 2 can be used
to represent this case with the current and voltage com-
ing from the phase only. Takagi et al. assumed that the
impedance of the fault is a resistance equal to RF. The
equation relating the sending end voltage to the current
and voltage at the fault follows from Figure 2:

VS = xZIS + RFIF (6)

This is a complex scalar equation, equivalent to two
real scalar equations. However, the number of unknowns
is equal to four. One unknown is x, the phase and ampli-
tude of the fault current phasor IF are the other two,
and the fault resistance RF is the fourth unknown. The
number of unknowns exceeds the number of equations,
and additional equations are needed to calculate x. The
second complex equation proposed by Takagi et al. repre-
sents an assumption about the currents of the receiving
and sending ends. Each of these currents is the sum of a
current existing before the occurrence of the fault (pre-
fault current) and the superimposed fault current. These
two components are denoted by a prime and a double
prime, respectively. The sum of the prefault sending- and
receiving-end currents is obviously equal to zero. Since IF
is the sum of the sending- and receiving-end currents, we
have:

IF = IR + IS = (I′R + I′′R) + (I′S + I′′S ) = I′′R − I′′S (7)

The circuit in Figure 2 is a current divider of the fault
current. Thus, the sending-end fault current is equal to

In
S = [(d − x)Z + ZER]IF

dZ + ZER + ZES
= 1

k
IF (8)

Takagi et al. further assumed that all the impedances
in the current divider of equation 8 have approximately
the same phases. The consequence of this conjecture is that
the fault current IF is proportional to the sending-end fault
current In

S. This means that the current distribution coef-
ficient k in equation 8 is a real number. Based on the men-
tioned assumptions, the modified equation 6 follows:

Vs = xZIS + kRFIn
S (9)

Since the product of the current distribution factor
k and resistance RF may be seen as one unknown only,
the number of unknowns is now equal to the number
of equations. The fault location x is obtained by multi-
plying the modified equation with the conjugate of the
sending-end prefault current denoted I′S and comparing
the imaginary parts of the obtained equation:

x = Im(VS + In
S)

Im(ZIn
S)

(10)
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There are several problems related to this approach.
The first is the need to calculate the sending-end fault cur-
rent I′′S . Since this current in the postfault period is equal
to the measured postfault current less the extrapolation
of the prefault current, the recordings of the prefault cur-
rent must be available. The other problem is related to the
algorithm basic assumption. The neglected mutual cou-
pling with other phases may be the source of error. Next,
a current distribution factor that is a real number may be
another source of error. Besides, one must know the faulted
phase before the start of the calculation. These impedi-
ments may be resolved using symmetrical components and
sequence circuits that are utilized to calculate short-circuit
currents in three-phase networks. A brief review of this
technique is given in the following section.

One-End Algorithms Using Symmetrical Components.
There are three symmetrical component phasors, zero
sequence, positive sequence, and negative sequence,
denoted as V0, V1, and V2, respectively, in the case of
voltage. Each phase vector is a linear combination of these
three components. During normal operation of the trans-
mission line, zero and negative symmetrical components
are equal to zero, and the phasor of phase a is equal to
the positive-sequence phasor. Symmetrical components
may be represented by a vector denoted VS. The vector
of symmetrical components is obtained from the phase
vectors by the following matrix equation:

VS = AVP (11)

Here, VP is the vector having as elements the phasors
pertinent to phase a, phase b, and phase c. The matrix A
is given by

A =
⎡⎢⎢⎢⎣
1 1 1

1 exp
(

j4π
3

)
exp

(
j2π
3

)
1 exp

(
j2π
3

)
exp

(
j4π
3

)
⎤⎥⎥⎥⎦ (12)

The equation defining the relation of the phase vector
at the sending-end VP

S , the phase vector at the fault VP
F ,

the phase current vector IP
S , and the impedance matrix ZP

is similar in form to equation 6:

VP
S = xZPIP

S + VP
F (13)

The impedance matrix ZP has mutual impedances and
resistances at its off-diagonal terms. When the phasor vec-
tors are replaced by the symmetrical component vectors,
one gets

VS
S = xZSIS

S + VS
F (14)

The matrix ZS here is equal to

ZS = A−1ZPA (15)

While the matrix ZP has both the diagonal and off-
diagonal elements, the off-diagonal elements of the matrix
are all equal to zero. Hence, the matrix in equation 14
may be broken into three independent scalar complex
equations:

Vk
S = xZkkIk + Vk

F. k = 0,1.2 (16)

Here, Zkk is the corresponding diagonal element of
the matrix ZS. The main advantage of the symmetrical
component application is this decoupling. Each of the
decoupled equations defines a sequence circuit. They are
called the positive-, negative-, and zero-sequence circuits.
Since three decoupled equations have the same form as
equation 6, the circuit in Figure 2 may again represent
any of the sequence circuits with a suitable change in
notation.

The previously mentioned obstacles of the Takagi et al.
method are eliminated using the symmetrical components
in the line model (5). In this approach, the negative-
sequence circuit of the line is used. The decoupling feature
of the symmetrical components eliminates the mutual
inductance influence. Since the negative-sequence vector
is equal to zero in the prefault condition, the recordings of
the prefault current are not necessary as in the algorithm
of Takagi et al. Moreover, according to these authors,
the equivalent impedances and the line impedance of
the negative-sequence circuit that make up the current
divider are more likely to have the same phases than in the
case of the phase impedances of the line (5). This implies
that the assumption that the current distribution factor
is a real number is close to reality. Also, the classification
of the fault type before the calculation is not necessary.
However, the exclusive use of the negative-sequence rep-
resentation has a drawback. In the (very rare) case of a
symmetric fault, the negative-sequence phasors after the
fault remain equal to zero, and the negative-sequence
circuit is not suitable for fault location.

The one-end algorithms require relatively simple calcu-
lations, and their implementation is opportune, since the
waveform data are necessary from one side of the line only.
They assume that the fault impedance ZF is a constant dur-
ing the fault. Their accuracy depends on the simplifying
assumptions. In the case of a high fault impedance, the
fault current is small; hence, the fault components of the
sending-end current are very small. Since the fault current
for the sending end is in the denominator of equation 9, the
system is ill-defined in this case, and errors may be large.

Two-end algorithms require fewer simplifying assump-
tions and offer potentially more accurate calculations.

3.2. The Two-End Algorithms

Two-end algorithms fall into two subgroups: algorithms
developed using synchronized samples and those devel-
oped using nonsynchronized samples. The samples are
synchronous if the two data sampling clocks at the sending
and receiving ends ensure that the samples are taken at
exactly the same moments. This may be achieved by global
positioning system (GPS) of satellites using clock signal
pulse sent from a GPS satellite to tune two GPS receivers
that synchronize the sampling clocks (1). This approach
introduces additional cost to provide GPS receivers and
appropriate waveform sampling interfaces. The impact of
synchronization will be explained next.

One must note that phasors are calculated locally. If
there is a time shift between the data acquisition clock
pulses at the receiving and sending ends, the relative
phases of the receiving and sending end phasors are not
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the same. The phase difference between two phasors can-
not be calculated by subtracting one phase from another.
Suppose that the phasor at the receiving-end voltage
is calculated from two sets of samples. The first set is
taken using the sample clocked by the sending end. The
resulting phasor is denoted as VF. The second voltage
phasor denoted as V ′

F is calculated using the receiving-end
clocked samples. If there is a time shift Δt between the two
sets, the phases of the two phasors will differ for 𝛿 = 2𝜋fΔt.
This may be mathematically expressed in the following
way:

VF = V ′
Fe j𝛿 (17)

The phase shift 𝛿 restates the nonsynchronized phasor
(obtained using the data from the receiving end) to the
frame reference of the sending end. This phase shift is the
same for all voltages and currents, but it is not known in
advance. Note that the phasor in both the time references
has the same amplitude. The two-end methods consider
the phase shift 𝛿 as an additional unknown and try to
solve for the fault distance x by eliminating 𝛿. Note that
the sending-end voltage phasor calculated is VS, and
the receiving-end voltage and current phasor calculated
locally are V ′

R and I′R, respectively.
An example of an algorithm using nonsynchronized

samples is presented in Reference 6. The line model
is constructed using a negative-sequence diagram. By
inspecting Figure 2 and interpreting all phasors as
negative-sequence phasors and all the impedances as
negative-sequence impedances, the application of the
Kirchhoff ’s voltage Law renders

VF = VS − ZIS (18)

VF = V ′
R − (d − x)ZRIR (19)

Since the absolute value of the fault voltage in both
equations is the same, one gets the fault voltage |VF| from
equations 18 and 19:

|VS − xZIS = |VR − (d − x)ZIR (20)

This is quadratic equation with respect to x, and it may
be easily solved.

Two-end algorithms using synchronized samples start
from the matrix equivalents of equations 18 and 19. Since
all the phasors are calculated using the samples clocked
at the same time, derived from the same clock, the two
equations may be combined together. When the fault volt-
age is eliminated from these two equations, the following
matrix equation follows:

VS − VR − xZIS + (d − x)ZIR = 0 (21)

This equation is equivalent to six real scalar equations.
Since there is only one unknown x, the system is overdeter-
mined. One alternative in such a situation is to use only a
sufficient number of equations as in Reference 7. Another
option is to use the minimum least squares (MLS) tech-
nique. The MLS technique is often used to identify parame-
ters of a linear system using measurements corrupted with
Gaussian noise (8).

The basic idea of the MLS method is to compensate for
measurement errors using more equations than necessary
and thus decreasing the measurement-error effects by
averaging. The solution attained by the MLS method
should not exactly satisfy any of the equations. When the
MLS solution is put into the equations, the right-hand
side of each scalar equation will not be zero but rather will
be equal to a quantity of the error. The solution offered
by the MLS method guarantees that the sum of all the
squared errors will be the smallest possible. The matrix
equation 19 in the MLS technique is represented as

Ax + B = E (22)

where vectors A and B are defined as

A = −Z(IS − IR)

B = VS − VR + ZIR (23)

Here, E is the vector of errors. The solution for x pro-
vided by the MLS technique minimizes the criterion func-
tion J=ETE, and it is given by

x = −(ATA)−1(ATB) (24)

The superscript T denotes matrix transpose.
This method applied in Reference 7 requires more cal-

culations but offers an increase of precision if there is sig-
nificant noise in the measurements.

In conclusion, the phasor-based methods start from the
fundamental assumption that all the transmission-line
and fault parameters are constant during the fault and
that the transmission line is homogeneous between the
sending and the receiving ends. These assumptions may
not be satisfied in some instances like when the value of
the fault impedance changes in time if there is an arcing
fault.

Also, the line may be compensated by inserting a
series capacitor into the line, or there may be load taps
between two-line ends. In addition, neglecting the line
capacitance may introduce significant errors for a longer
transmission line.

However, the most important issue in the phasor-based
algorithms is the need for phasor estimation. Since in real-
ity there is usually a decaying dc component and noise in
the signal, phasors calculated using the Fourier analysis-
based formulas given by equations 4 and 5 will differ from
their true values.

The methods based on the distributed line parameters
solve some of these problems. Calculation of phasors is not
needed. The line capacitance is included in the model. The
change of the fault impedance is not a problem, and these
methods work if a series capacitor is inserted into the line.

4. DETERMINING PARAMETERS OF TRANSMISSION LINE
MODELS

In this section, we first present the common transmis-
sion line constructions, then elaborate the commonly
used short- and long-line models, and then present line
parameter estimation methods for transposed lines.
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4.1. Transmission Line Construction

• Long and short lines with different voltage levels
(electrical properties of the line are associated with its
length and voltage).

• Transposed and untransposed lines (line trans-
position is done by changing the relative position
between conductors at a given tower, altering by this
the symmetrical relationship between currents and
voltages).

• Lines with mutual coupling (the mutual coupling
takes place between conductors through an electro-
magnetic field and affects the electrical conditions on
the conductors, in particular for the faults involving
ground).

• Multiple line-per-tower construction (this is the case
in which several sets of three-phase conductors, each
representing several lines, are tied to the same tower,
causing mutual coupling among conductors of different
lines).

• Radial lines (lines that are directly connected to a single
source of power).

• Series-compensated lines (lines that have capacitors
connected in series with the line conductor).

• Lines with load taps (the loads are connected either
directly or through a transformer to a line at any posi-
tion along the line without using common switching
equipment).

• Single- and three-phase lines (single- or three-phase
conductors).

• Time-varying fault resistance (due to the breakdown of
the insulation, the fault resistance changes during the
fault disturbance).

• Changing prefault load conditions (the line may have
distinctively different load current at a different
moment of a fault.

4.2. Types of Transmission Line Models

Transmission line models are essential in fault location
algorithm formulation and solution. Having accurate line
models is pivotal for accurate fault location. Transmission
lines are classified into short lines (<50 miles), medium-
length lines (50–150 miles), and long lines (>150 miles).
Accordingly, there are three commonly used line mod-
els: the lumped parameter model for short lines, the
nominal-PI model for medium-length lines, and dis-
tributed parameter line model for long lines. These
models are illustrated as follows.

The distributed parameter model consists of distributed
series resistance, inductance, and shunt capacitance of line
and is needed for analyzing traveling wave phenomenon.
The shunt conductance is negligible. For steady-state
analysis, the equivalent PI circuit model considering
the distributed parameter effects is usually used, as
depicted in Figure 3 (9). Z represents the equivalent series
impedance of the line, and Y is the equivalent shunt
admittance of the line. Let z1 and y1 denote the positive
sequence series impedance and shunt admittance per
unit length, respectively. The series impedance consists of

S R
IS IR

VS VRY

Z

2

Y

2

Figure 3. Equivalent PI circuit of a transmission line. Source:
Jiao and Liao (9).

series resistance and inductance. Let Zc be the character-
istic impedance of the line, 𝛾 be the propagation constant
of the line, and l be the total length of the line. The figure
also shows sending and receiving end voltages and cur-
rents VS, IS,VR, and IR, which will be used to estimate the
line parameters in the following section. All the quantities
are for positive-sequence value. Then, we have

Zc =
√

z1∕y1 (25)

𝛾 =
√

z1y1 (26)

Z = Zc sin h(𝛾l) (27)

Y
2

= tan h(𝛾l∕2)
Zc

(28)

The nominal PI model for the medium-length line takes
the same form as shown in Figure 3, except Z and Y, which
are calculated as follows:

Z = z1l (29)

Y
2

= y𝟏l
2

(30)

For the short-line model, the model will only contain
the series impedance Z, with the shunt admittance Y being
omitted.

These models provide the basis for fault location algo-
rithm development. The equivalent circuit model as shown
in Figure 3 has been extensively used in impedance-based
fault location methods based on phasors. Traveling wave
and partial differential equation-based methods will need
to use the distributed parameter line model. Regardless
of which model is used, the parameter values including
the series resistance, inductance, and shunt capacitance
are essential inputs. These parameters are traditionally
calculated based on the design parameters such as the
conductor type, the tower structure, and the assumed
temperature (10). However, the actual values may deviate
from these calculated values due to varying environmen-
tal conditions and conductor operating conditions. Hence,
it is desirable to develop methods to estimate the line
parameters in real time using appropriate measurements
(11–14). The following section provides two methods
for estimating the line parameters based on real-time
measurements.
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4.3. Line Parameter Estimation Methods

This section presents two methods, that is, the least
squares and the Kalman filter methods, for estimating
the positive-sequence line parameters including the
series impedance and shunt admittance per unit length
based on synchronized positive-sequence voltages and
currents taken at the two terminals of a line during nor-
mal operation. Although not shown, it is expected that
zero-sequence line parameters can be estimated simi-
larly if zero sequence measurements are recorded during
unbalanced operation and fault conditions.

Least-Squares Method. Let us assume that there are N
sets of synchronized measurements available at the send-
ing and receiving ends (9). The measurement vector and
matrices are defined as

A = [IS1, IR1, … , ISN , IRN]
T (31)

H =

⎡⎢⎢⎢⎢⎢⎣

VS1 VR1
VR1 VS1
⋮ ⋮

VSN VRN
VRN VSN

⎤⎥⎥⎥⎥⎥⎦
(32)

where superscript T denotes matrix transpose. Then, the
following equation links the measurements and the line
parameters to be estimated:

A = H𝜷 (33)

where 𝜷 = [a, b]T, a = Y
2
+ 1

Z
and b = − 1

Z
.

𝜷 is obtained based on the least-squares method as

𝜷 = (HTH)−1HTA (34)

Once 𝜷 is calculated, Z and Y are obtained as

Z = −1∕b (35)

Y = 2(a + b) (36)

Then, the series resistance, inductance, and capaci-
tance can be further derived based on equations 25–28.

Kalman Filter Method. Kalman filter method has also
been used to track the changing line parameters (14).
The synchronized voltages and currents taken at the two
terminals of the line at discrete time instants are used to
estimate the line parameters. Based on Figure 3, we have[

IS
IR

]
=
[
VS VR
VR VS

] [
a
b

]
(37)

where the notation is the same as in the preceding section.
In Kalman filter method, we need to define the state,

here as x =
[
a
b

]
. Assume that N sets of measurements

(IS1
, IR1

,VS1
,VR1

, … , ISN
, IRN

,VSN
,VRN

) are available. Then,

the kth (1≤k≤N) true state is denoted as xk=
[
ak
bk

]
. The

following process is used to estimate the states:
The priori estimate x̂−

k at time k is treated as the same
as the value at time k−1, because it is assumed that

the line parameter remains constant during a short time
window

x̂−
k = x̂k−1 (38)

Then, the priori error covariance matrix P−
k is calcu-

lated as
P−

k = Pk−1 + Q (39)

where Q is the process noise covariance matrix. The
Kalman gain Kk is acquired as

Kk = P−
k HT

k (HkP−
k HT

k + R)−1 (40)

Hk =
[
Vpk

Vqk

Vqk
Vpk

]
(41)

where R is the observation noise covariance.
The posteriori estimate of the kth state is obtained as

x̂k = x̂−
k + Kk(zk − Hkx̂−

k ) (42)

zk =
[
Ipk

Iqk

]
(43)

The posteriori error covariance matrix Pk needs to be
updated as

Pk = (I − KkHk)P
−
k (44)

The value of x̂k after the kth iteration will give
[
âk

b̂k

]
.

To enhance the tracking performance, an adjusted
Kalman gain method may be used, where more weights
are given to the given measurements to track the changing
parameters faster. This method is essentially the same as
the standard method, except that the posteriori estimate
is calculated as

x̂k = x̂−
k + DKk(zk − Hx̂−

k ) (45)

where D> 1 is the adjustment factor.
As to the parameter estimation accuracy, the least-

squares and the Kalman filter methods are similarly
accurate for estimating the static line parameters, and
the Kalman filter method is more suitable to tracking
dynamically changing line parameters. The parameter
estimation accuracy is affected by the voltage and current
measurement accuracy, and for a detailed discussion, the
reader is referred to References 9 and 14.

These methods can be readily extended to unbalanced
transmission lines, where parameters may be estimated
using mode or phase equations.

5. FAULT LOCATION APPROACHES BASED ON THE USE
OF FAULT TRANSIENTS

A solution of a linear partial differential equation may
be found using the method of characteristics. The justi-
fication for this method may be found, for example, in
Reference 15. The partial differential equations 1 and 2
of the transmission-line model have two characteristics:
functions of position and time. The general solution for the
voltage and current along the line is a linear combination
of two arbitrary functions. Each function has one of the
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characteristics as its argument. The particular value of
these functions is set by the boundary conditions. The
boundary conditions may be the measured voltage and
current signal at the same point on the line. Two arbitrary
functions are selected so that the general solution at this
point equals the measured values.

Two approaches based on the partial differential
equation model have been proposed for the fault location.
The first method solves the partial differential equations
using numerical methods with sending-end voltage and
current as boundary conditions. An inspection of the
voltage solution along the line reveals the fault location.
The second method does not require the solution of partial
differential equations, but instead it exploits a special
property of the sending-end voltage and current and finds
the distance by pertinent signal processing.

5.1. Partial Differential Equation-Based Methods

This method was first proposed by Kohlas for the case of
the one-phase transmission line (16). Kohlas neglected
the conductance in equation 2 to obtain a hyperbolic wave
equation expressed in dimensionless (per unit) quantities
as follows:

ux(x, t) − x2it(x, t) = 𝜂i(x, t) (46)

ut(x, t) − ix(x, t) = 0 (47)

In these equations, u =−cv(x,t), and 𝜂 = re. This pair of
equations has two characteristics: t− xx and t+ xx. These
characteristics are the parallel lines in the position-time
plane as given in Figure 4. The lengths along the two char-
acteristics are denoted 𝜌 and s, respectively.

Along a characteristic, functions u and i are related by
the following two differential equations:

du
ds

− x di
ds

= (1 + x2)−0.5𝜂i

du
dp

+ x di
dp

= −(1 + x2)0.5𝜂i (48)

t

P One of the
characteristics

t + γ x

One of the
characteristics

t + γ x

(xC, t0)

x

Q

S

s

ρ

Figure 4. Characteristics in the dimensionless position–time
plane.

These two equations may be solved numerically using
the method of meshes described in Reference 15. The
solution is obtained using the sending-end voltage and
current as the boundary conditions. It is important to
note that the value of the voltage does not depend on all
the values of the sending end voltages and currents. The
voltage depends only on the boundary conditions in just
one segment of time. To find this segment, it is necessary
to identify two characteristics passing through the point
(xoto) (see Figure 4). These two characteristics intersect
the t-axis at the two points P and Q. Only the values of t
between these two paints affect the value of v(xoto). This
time interval is called the zone of influence.

The fault location is found by an inspection of the
voltage along the line using a property of the voltage. If
the fault resistance is zero, as in Kohlas’ paper, then the
value of the voltage at the fault must be equal to zero.
Accordingly, the location of the fault is equal to that value
of x that annihilates the voltage at any time t. When the
measurements contain noise, or when the fault impedance
has a low but still nonzero value, one cannot expect the
exact cancellation of the voltage v(x, t) but rather a mini-
mal value in some sense. Thus, when the solution for v(x,
t) is found, the next task is to look for the value of x at
which the voltage is minimal. The problem here is that
voltage depends both on the distance x and time t. Instead
of inspecting the voltage as a function of time and dis-
tance, Kohlas proposed to inspect the function of distance
F(x) that is defined as the square of the voltage averaged
in a specific time interval determined by the zone of
influence:

F(x) = ∫
T−yx

yx
v2(xl)dt (49)

The value of x that minimizes the function F(x) is the
estimate of the distance to the fault. The Kohlas idea was
subsequently extended and elaborated in detail for the
three-phase transmission lines in Reference 17. In this
reference, the three-phase transmission line is described
by two matrix equations:

Vx = LI + RI (50)

Ix = CVx (51)

where the subscripts x and t denote partial derivatives.
The matrices L, C, and R have both diagonal and off-

diagonal terms. Therefore, the preceding matrix equations
cannot be solved using methods described by Kohlas. In
addition, the elements of these matrices depend on the
transmission-line geometry and copper resistance only if
the ground is not used as a return. If the line is grounded,
the matrices depend on the soil conductivity also. This
parameter may depend on the weather and type of soil and
cannot be easily determined. To complicate the matter
further, as a repercussion, the line parameters then
become frequency dependent. Fortuitously, the two-matrix
partial differential equations reduce to three pairs of
decoupled partial differential equations similar in form to
equation 15 by applying modal transformation as reported
in Reference 17.
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Modal transformation starts with finding three eigen-
vectors or the matrix product LC. These vectors are
columns of the transformation matrix M1. The transpose
of the matrix is M2. The phasor voltages and currents V
and I are transformed into modal voltages and currents
V(m) and I(m) using the following equations:

V (m) = M−1
1 V (52)

I(m) = M−1
2 I (53)

The matrices R, L, and C are also transformed to modal
matrices R(m), L(m), and C(m):

R(m) = M−1
1 RM2

L(m) = M−1
1 LM2

C(m) = M−1
1 CM2 (54)

The particular feature of modal matrices is that their
off-diagonal terms are equal to zero. Indeed, the modal
transformation has the same advantage as the symmet-
rical component transformation. Actually, if a line is fully
transposed, the symmetrical component transformation or
the Clarke transformation will have the same decoupling
outcome as the modal transformation. After the appli-
cation of modal transformation, the transmission-line
model consists of three decoupled pairs of linear partial
differential equations:

𝜕v(m)
kk

𝜕x
+ l(m)

kk
𝜕i(m)

kk

𝜕x
= r(m)

kk i(m)
kk

c(m)
kk

𝜕v(m)
kk

𝜕t
− 𝜕i(m)

kk

𝜕x
= 0 (55)

Here, the subscript k =1,2,3 denotes three modes, and x
and t denote partial derivatives. One of the modes, known
as the aerial mode, has parameters that are least depen-
dent on frequency. Usually, only the aerial mode is con-
sidered for the fault location. Once a mode is selected, the
procedure for the transmission-line model solution is the
same as that for the one-phase transmission line.

5.2. Traveling-Wave-Based Methods

Traveling-wave methods do not require the solution of
partial differential equations. In this approach, the line
resistance r is neglected as is the line conductance c.
Such a line is known as a lossless transmission line, and
the describing equation is known as the telegrapher’s
equation. A simplification of this kind is appropriate for
long and high-voltage transmission lines. The solution
of the two equations then has a rather simple form. The
voltage and the current are linear combinations of two
components known as the forward and backward traveling
waves and denoted SF and SB, respectively

v(x, t) = [SF(t − xx) + SB(t − xx)]∕2 (56)

i(x, t) = [SF(t − xx) + SB(t − xx)]∕2Z0 (57)

where Z0=
√

l∕c is the surge impedance of the line and
𝜂2 − lc.

The forward and backward traveling waves may be cal-
culated from the sending-end voltage v(0, t)= vs(t) and the
sending-end current i(0, t)= iS(t) as follows:

SF(t) = vs(t) + Z0iS(l) (58)

SB(t) = vs(t) + Z0iS(t) (59)

Fault location uses the transient component of the trav-
eling waves only. The transient traveling waves appear in
the transmission line after any abrupt change of its volt-
ages and currents. When a fault occurs, the voltage at the
fault point drops. This generates a backward and a for-
ward traveling wave at the place of the fault. The backward
wave travels to the sending end with a speed 𝜂−1, and the
forward wave moves to the receiving end with the same
speed.

These traveling waves do not change their shape until
they reach some discontinuity in the transmission line.
The discontinuities are the sending end, the receiving
end, and the fault itself. When a traveling wave arrives
at a discontinuity, it ceases to exist in its original form,
and two new waves emerge at the discontinuity. The first
is reflection of the original wave; it has the shape of the
original wave attenuated by a reflection coefficient, and it
has a reverse direction. This reflection of the forward wave
will be a backward wave. The second wave discussed here,
through wave, also has the shape of the original wave
attenuated by another coefficient and continues motion
in the direction as the original wave. The coefficients
affecting the magnitudes of new waves depend on the type
of fault. Low impedance faults have high coefficients of
reflection, and high impedance faults have low coefficients
of reflection.

The motion of traveling waves along the transmission
line and the generation of new waves at points of discon-
tinuity are represented by the lattice diagram in Figure 5.
The initial wave arises at the fault point F. The backward
wave reaches the sending end at a time t1. Its reflection
moves as a forward wave toward the fault. At the fault, it
is reflected again and converted to a backward wave. It will
arrive at the sending end at a time t2.

The time that elapses between the first reflection and
the second reflection Δt= t2 − t1 depends on the distance to
the fault x and the speed of travel:

Δt = 2Zxx (60)

The idea to use reflections to estimate the fault loca-
tion appeared in 1930 for the fault location of underground
cables. A cable is energized with a short-voltage impulse.
The impulse and its reflection are recorded, and the travel
time is found. Later, similar devices were used to measure
the fault location for transmission lines. These methods
are called active methods.

The calculation of the elapsed time is easy if the
inserted pulse and its reflection have sufficient power.
However, traveling waves caused by a fault may have a low
lower power, especially if the fault occurs when the instan-
taneous voltage at the point of the fault is close to zero.
In that case the calculation of this time requires special
signal processing. One of the signal-processing methods
most commonly used is the correlation technique (18).
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Figure 5. Lattice diagram.

The time autocorrelation of the signals x(t) is defined as

R(𝜏) = lim
T→∞

1∕2T ∫
T

−T
x(t)x(l + 𝜏)dt (61)

In real situations, the integration has to start and end
within some finite time.

R(𝜏) = 1
T ∫

T

0
x(t)x(l + 𝜏)dt (62)

For a given signal, autocorrelation is a function of the
time shift T. Consider a typical shape of a traveling wave
at the sending end, as shown in Figure 6a, and its time-
shifted value shown in Figure 6b. The autocorrelation is
proportional to the area of the product of two signals. This
area will be largest when the first reflection is aligned with
the second reflection as in Figure 6c. Then, the time shift
is equal to the elapsed time t2 − t1. Therefore, the elapsed
time may be assessed by investigating the maxima of the
autocorrelation function.

In fault location algorithms, the digital version of the
autocorrelation function ∅(k) is calculated using the fre-
quency f and denoted here as x(i):

∅(k) =
N∑

k−1

x(i)x(i − k) (63)

The accuracy of the fault location is very sensitive to the
choice of T and N. If T is too small, the approximation is not
good since an important part of the signal may be missing.
On the other hand, if T is too large, the shape of the forward
wave will contain multiple reflections of both the original
backward and the original forward waves. For example,
such a reflection will appear at time t3 in the lattice dia-
gram. Also, in nonsymmetrical faults, a fraction of a trav-
eling wave in one mode may appear in another mode. As
a result, the autocorrelation will have more maxima, and
the identification of the maxima corresponding to the first
reflection and second reflection will be difficult. In general,
the closer the fault to the sending end, the shorter the win-
dow is needed. The other important factor is the sampling

T tt1

t2 – τt1 – τ

t2 – Δt – t1t1 – Δt

0

(b)

(a)

(c)

SB(t)

SB(t + r)

SB(t + Δt)

t2

T t

T t0

. .

0

Figure 6. (a) Typical backward wave. (b) Shifted backward wave.
(c) The product of SB(t) and SB(t+ r) is maximum when r=Δt and
the second and first reflections are aligned.

frequency. In general, a very high sampling frequency (on
the order of tens of kilohertz) is needed to ensure a good
approximation of the autocorrelation function.

The limitations of this approach are (i) a lack of firm
rules in the selection of the sample window due to its sen-
sitivity to the fault distance, (ii) the possibility of obtaining
a false result due to the presence of multiple reflections,
and (iii) a high sampling frequency, increasing the compu-
tational burden.

6. FAULT LOCATION USING SHORT-CIRCUIT MODELS

Every protection engineering department – from the
smallest municipal utility to large investor-owned utili-
ties – uses a short-circuit software program (PSS®CAPE,
ASPEN OneLiner, SKM Power Tools, ETAP, etc.) to model
its power system. While the calculation of protective
relay settings and testing of protective relay selectivity
and sensitivity is the principal application of the short-
circuit model, it is also used for other purposes such as
circuit breaker rating studies, postmortem analysis of
system events triggered by protection operation, and fault
location.

In this section, we explore the use of a typical short-
circuit model in locating transmission system faults. The
techniques presented in this article span the range from
simple, manual methods that utilize phasor-based oscil-
lography from measurement devices in the power system
to more complex, automated techniques that are able to
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process measured time-domain voltage and current infor-
mation in an attempt to locate the fault.

Such methods are usually offline in nature – that is, the
oscillography or other measurement data must be provided
to the engineer for subsequent processing within the short-
circuit model. The use of short-circuit models in real-time
location of faults and validation of protection operation is a
natural extension, and several industrial applications are
available that facilitate this.

6.1. Short-Circuit Model Characteristics and Limitations

The short-circuit models used by protection engineers
are based on a sequence representation of the electrical
network. Such a representation implicitly assumes that
the default state of the network is balanced, and that any
unbalance is introduced as a result of a short-circuit fault
or other change such as a breaking of a single conductor
and opening of a single pole in a circuit breaker (19).

The sequence representation also necessitates assump-
tions to be made on the modeling of the individual
components that make up the power system. These
assumptions are:

• Synchronous generators are assumed to be ideal volt-
age sources, behind a constant source impedance. A
similar representation is used for synchronous and
induction motors, although their contribution to short-
circuit conditions lasts for only a few cycles after the
fault, unlike that of generators. In some short-circuit
programs, the varying nature of the impedance of a
synchronous generator is accounted for when studying
sequential fault clearing scenarios.

• Inverter-based resources are typically accounted for
as ideal current sources or voltage-dependent cur-
rent sources – that is, there is no source impedance
associated with such devices.

• Transmission lines are modeled using the lumped-
parameter R+ jX representation; this implies full
transposition of the line, without any mutual coupling
between the individual phases.

• When transmission lines exist in the same right of way,
coupling between the lines is assumed to exist only in
the zero sequence; coupling in the positive and negative
sequences is ignored.

• Transformers are also modeled using lumped param-
eters, with a positive-sequence impedance and a zero-
sequence impedance depending on the transformer
winding type, grounding, etc. Negative-sequence
impedance is assumed to be the same as the positive-
sequence impedance.

• Capacitors, inductors, loads, switched capacitor banks,
and line-charging capacitance are also included in the
short-circuit model.

• The behavior of nonlinear devices such as metal oxide
varistors (MOVs) used for the protection of series capac-
itors is approximated using iterative methods.

With these assumptions, the calculation of a short-
circuit fault and the subsequent current distribution in
the power system model take place as follows:

1. Solve a power flow in the network to establish a voltage
magnitude and angle at every node in the system. This
also results in the so-called prefault current flow in the
network.

2. At the location of the fault, develop the Thevenin
impedance of the network using the bus admittance
matrix YBUS.

3. Calculate the fault current as the ratio of the pre-
fault voltage at the fault location and the Thevenin
impedance. This fault current will redistribute itself
in the network branches and also set up the postfault
voltage at each network node. See equation 64.

IFault =
VPrefault

ZThevenin
(64)

4. In each network branch, calculate the final current as
the vector sum of the prefault current flow and the fault
current flow. Such a vector sum is possible since we
assume that the power system is a linear network.

Protective relays respond to the final currents that flow
in the branches they are applied on and the postfault volt-
ages at the bus where they are connected.

While the use of the short-circuit model and attendant
fault calculations is very effective in determining settings
for protective relays, its success in locating faults accu-
rately can vary, depending on the following:

• The accuracy of the impedance data used for the gener-
ators, lines, transformers, etc., that is, the accuracy of
the short-circuit model.

• The accuracy with which the state of the system in
terms of actual generation in use, status of circuit
breakers and switches, actual system loading, etc. is
replicated in the short-circuit model.

• The use of phasor-based models of various power sys-
tem equipment, which ignores the transient nature of
faults, adds to the uncertainty of fault location using
short-circuit models.

Still, short-circuit models are useful in providing a
quick estimate of the location and help guide a repair crew
to the general vicinity of the fault.

6.2. The Basic Fault Location Techniques Utilizing
Short-Circuit Program

The basic fault location techniques use oscillography data
such as current magnitude, faulted phase, and faulted
line captured from devices such as relays and disturbance
fault recorders (DFRs). These data are provided to the
short-circuit program, which moves the fault location
(manually or in an automated manner) to match the fault
current produced by the model with the oscillography (20).

Fault Location Using Measurement from One Terminal
Utilizing Short-Circuit Program. This method tries to locate
the fault on a line, using measurements from one terminal
of the faulted line or some other line in the vicinity. The
inputs provided by the user are as follows:
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• Status of the remote-end breaker of the faulted line at
the time of the measurement.

• The line on which the fault occurred.
• Fault type.
• The line terminal where the measurement (current)

was recorded; this need not be the same as the faulted
line.

• The phase of the monitored current – IA, IB, IC, or neu-
tral (3I0).

• Magnitude of the monitored current.
• If additional measurements are available, the user will

have the opportunity to enter those to help refine the
fault location.

This approach requires the knowledge of the faulted
line, fault type, and the status of the remote-end
breaker – such information can be gleaned from the
oscillography and other DFR or relay data. It is also
important to match the initial state of the short-circuit
model with the actual system configuration. This can be
harder to achieve, unless there is a way to import SCADA
data directly into the model.

Once the data have been provided, the fault locator will
perform an iterative search on the faulted line and repeat-
edly apply faults on the line, while comparing the model’s
output with the measured current. When the difference
between the calculated current and the measured current
reduces to a certain threshold, that particular location
is identified as the actual fault location and reported to
the user.

An example from a commercial short-circuit program is
shown below. The measured current is 1549 A (primary),
and the fault is known to have occurred on a transmission
line between buses A and B. It is also known to be a three-
phase fault. Measurement is at Bus A.

FAULT LOCATOR W/CLOSED FAR END BREAKER:
1549 Pri. A

Searching for location of a solid fault with given line-end
current

Faulted Line
Local end: From BUS A To BUS B Ckt 1
Remote end: From BUS B To BUS A Ckt 1
Fault Type: A-B-C
Fault recorder information

Location: From BUS A To BUS C Ckt 1
Specified Current: 1549.0 Amps (Ia)

Calculated currents
Local Bus Fault: 2567.3 Amps
Remote Bus Fault: 1426.9 Amps
Actual Current: 1553.4 Amps
Error: −4.4 Amps
Total No. of Iterations: 5

Fault location: 84.31% From BUS A to BUS B

The iterative application of a three-phase fault on the
line results in the fault being located at 84.31% from
Bus A. This percentage is based on the positive-sequence
impedance of the line and can be translated to the
appropriate distance in km or miles. Note that it took five

iterations for the difference between the calculated current
and measured current to reduce below the threshold.

In the event that the iterative approach is not able
to locate the fault between 0% and 100% of the line
impedance, a suitable warning is provided. An example
from a commercial short-circuit program is shown below.
The fault is on a line from Bus A to Bus B. The measured
current is 3500 A (primary), at Bus A. However, according
to the short-circuit model, there is no location on the line
for which the short-circuit faults produce 3500 A at Bus A.

Faulted Line
Local end: From BUS A To BUS B Ckt 1
Remote end: From BUS B To BUS A Ckt 1
Fault Type: A-B-C

Fault recorder information
Location: From BUS A To BUS C Ckt 1
Specified Current: 3500.0 Amps (Ia)

Bad Run (CURRENT SPECIFIED IS TOO > HIGH <

TO LOCATE FAULT ON SUSPECTED LINE)

This example highlights one of the limitations of the
model-based fault location approach. It is possible that
a certain combination of generation and circuit breaker
configuration, not accounted for in the model, may result
in a fault location on the line that produces 3500 A
at Bus A. If such network information were available,
the model can be updated prior to applying the fault
location.

Fault Location Using Measurements from All Termi-
nals Utilizing Short-Circuit Program. A variation of the
single-ended fault locator utilizes measurements from all
terminals of the faulted line. Unlike the single-ended fault
locator, however, measurements from the nonfaulted line
cannot be processed by the multiended fault locator. At the
same time, knowledge of the fault type and faulted phase
is necessary. A by-product of the multiended fault locator
is that it produces an estimate of the fault impedance as
well, if justified by the measurements.

In the example below (from a commercial short-circuit
program), the fault locator is provided with two measure-
ments: 1800 A from the local terminal (Bus A) and 4430 A
from the remote terminal (Bus B). The fault location
was determined to be 52.83% from the local terminal
(in terms of line impedance), with a fault resistance of
0.68Ω.

Faulted Line
Local end: From BUS A To BUS B Ckt 1
Remote end: From BUS B To BUS A Ckt 1

Fault recorder information
Fault Type: THREE_PHASE Current Type: Phase
Local end current (A): 1800
Remote end current (A): 4430
Fault location: 52.83% From BUS A To BUS B
Fault Resistance (Ohms): 0.68
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Determining Fault Resistance Using Short-Circuit Program.
For postmortem analysis, the resistance of a fault that
occurred in the system may be of interest to the engineer.
With the knowledge of the fault type, fault location, and at
least one measurement from the faulted line or elsewhere,
the resistance of the fault can be determined. This infor-
mation can be used to recreate the actual fault scenario in
the short-circuit model and test whether protective relays
operated as expected.

In the example below (from a commercial short-circuit
program), the fault location (52.53%), fault type (three-
phase fault), and measured current (1800 A at Bus A)
are provided as inputs to the calculation. The algorithm
determines the fault resistance to be 0.74Ω.

Calculation of Arc Resistance from Measured Current and
Fault Location

Fault Location
52.53% From BUS A To BUS B Ckt 1

Fault recorder information:
Fault Type: THREE_PHASE Current Type: Phase
Location: From BUS A To BUS C Ckt 1
Monitored current (A): 1800

Fault arc resistance 0.74 ohms

6.3. Advanced Fault Location Techniques Using DFR
Measurements Utilizing Short-Circuit Program

DFR measurements are typically made available as
COMTRADE files with time-domain voltage and current
information. These data can be processed and converted
to phasors, followed by the analysis using standard single-
and double-ended fault location algorithms available in
the literature (21):

1. Single-ended reactance method based on the com-
pensated apparent impedance. Ignores the fault
resistance.

2. Single-ended reactance method based on the loop
impedance, valid only for a radial line (IA = 3I0).

3. Single-ended Takagi method with polarization by the
faulted phase current.

4. Single-ended Takagi method with polarization by the
measured I0 current.

5. Single-ended modified Takagi method with accurate
knowledge of the state of the network prior to the fault.

6. Two-terminal negative sequence.
7. Two-terminal Takagi with the total fault current mea-

sured.

Since the fault location algorithms depend on the cal-
culation of voltage and current phasors, the fault location
estimates take some time to settle down, while the pha-
sor estimates settle to a final value. The Takagi and Reac-
tance Radial algorithms typically produce fault location
estimates that are consistent with each other.

The single-ended modified Takagi method utilizes the
source impedance behind the measurement location to

determine the location of the fault. Therefore, it is impor-
tant to update the short-circuit model with the correct
generation levels and topology state prior to fault location.

6.4. Automated Fault Location and Analysis

The methods described in Section 6.2 are offline tech-
niques – oscillographic data or DFR measurements are
downloaded and provided to an engineer who performs the
analysis and returns the results to the appropriate utility
group for further action. In recent years, considerable
R&D effort has been expended in automating the fault
location and analysis process, so that the availability of an
engineer to run the studies does not impact the immediate
availability of the results.

Also, helping the automation is the fact that SCADA
data, short-circuit network model data, protective relay
settings information, and protection simulation pro-
grams are all accessible via company-wide intranets.
Therefore, the moment oscillographic data or DFR data
become available, fault location and event analysis can be
automatically triggered in the following steps:

1. Superimpose the SCADA data on the base network
model to update it

2. Download the DFR, relay, or other oscillographic data
3. Apply suitable fault location algorithms to determine

the fault location
4. Recreate the event by simulating protective relay

behavior in the model
5. Determine if relay behavior is appropriate and

matches the actual relay behavior
6. Generate suitable reports and disseminate for further

action

Several commercially available tools are able to perform
one or more of the activities listed above, and their prolif-
eration is expected to continue in the future.

7. FAULT LOCATION USING ELECTROMECHANICAL
OSCILLATIONS

In recent decades, development of phasor measurement
units (PMUs) introduced various synchrophasor-based
fault location methods (22–25). In References 22 and 23,
Clarke transformation is applied to the synchronized
voltage and current phasors aligned with a discrete
Fourier transform-based algorithm to calculate the loca-
tion of fault. Another fault detection/location technique
is presented in References 24 and 25 with consideration
of arcing fault discrimination based on synchronized
fundamental phasor measurements. In Reference 26, a
bus-impedance matrix was utilized to calculate the fault
point with access to limited synchronized measurements
at two remote buses in the network. Several methods
utilize electromagnetic transient propagation in power
system and are known as traveling wave-based methods
(27–31). The method proposed in References 27 and 28
is based on measuring the time of arrival (ToA) of elec-
tromagnetic traveling waves which propagate from the
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fault point to sparsely located synchronized measurement
devices. Then, an optimization method is applied to cal-
culate the location of fault. In Reference 29, a wide area
traveling wave-based method is proposed, which deter-
mines faulty line and distance to fault by analyzing the
traveling wave propagation times using the extended
double-end method. In Reference 30, a traveling wave
principle along with two graph theory-based lemmas is
deployed to sectionalize power system and locate faults
within the suspected sections. Despite the high accuracy
of the traveling wave-based methods, they require a mea-
surement device with high sampling rate to capture the
electromagnetic transient, which increases the cost of
implementation.

The method discussed in this article is based on the
detection of ToA of electromechanical-wave oscillation
propagates in power system. Unlike the electromagnetic
traveling wave-based methods, the proposed method relies
on sparse PMU measurements and can be practically used
by utilities without requiring expensive dedicated high
sampling rate devices.

7.1. Background Theory

Electromechanical Wave Propagation Phenomena. When
a disturbance occurs on a transmission line, the electrical
power flow changes in the network. This leads to a mis-
match between the electrical and the mechanical torque
of generators located in the vicinity. Therefore, each gen-
erator rotor angle changes to compensate the mismatch.
Following the generators’ rotor angle oscillations, the
adjacent buses also encounter changes in their genera-
tors’ rotor angle, which again causes a mismatch in the
electrical torque of the adjacent generators. In this fash-
ion, the oscillation known as the electromechanical-wave
propagation is “seen” throughout the entire network. Elec-
tromechanical oscillations could be detected by monitoring
the phasor angle of bus voltages and characterized with
much lower frequency (0.1–10.0 Hz) than the electromag-
netic transients (>100 kHz) (31). To illustrate the concept,
a simple power-system model in the form of a ring is used.
Figure 7a shows the 64-generator ring system, which com-
prises 64 identical serially connected generators through
identical transmission lines, forming a ring. The initial
bus angles are evenly distributed from 0 to 360∘ by steps
equal to 360∘/64∘ = 5.625∘. Due to homogeneity and the
ring shape of the 64-bus system, it is well suited to study
the basic aspects of the electromechanical-wave propaga-
tion phenomena. Figure 7b shows the phasor angle of 64
buses (in radian) with respect to time of a given distur-
bance occurring at bus 16 at t= 0. Following the change
in the angle of bus 16 shown by the red line in Figure 7b,
the other generators react in a similar fashion, but with
a certain time delay. Plotting all the bus angles together,
this time delay can be represented as a wave modulated
on the phasor angles of the buses, which travels away from
the disturbance source into the network at a finite speed.

Continuum Modeling. Applying differential algebraic
equations (DAEs) is the conventional way of modeling
electromechanical-wave propagation in power system.
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Figure 7. Understanding electromechanical-wave propagation.
(a) 64-generator ring system. (b) Bus angle modulation following
a fault at bus 16 at t= 0.
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Figure 8. Incremental system used for continuum modeling of
system at x0.

Due to complexity, this approach could be time consuming,
and the result would be hard to analyze for large networks.
Therefore, researchers introduced a much simpler method
which embeds the effect of electromechanical wave propa-
gation into power system behavior (31–35). The so-called
continuum model considers power system with spatially
distributed parameters. The continuum model is based on
applying partial differential equations (PDEs) describing
the power systems to the infinitesimal element distributed
along the power system. Due to the generators rotor iner-
tia, the timescale of electromechanical oscillations is large
compared to the power system frequency. Therefore, the
variables in continuum model can be considered as phasor
parameters (35). In the context of continuum modeling,
any point in the power system could be represented by the
incremental system as shown in Figure 8.
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The model allows for representation of lines with dif-
ferent per-unit impedances, shunt reactances, generators,
and loads. The flexibility of the incremental model allows
any arbitrary network topology to be modeled with contin-
uum approach. Following is a summary of the continuum
formulation.

In Figure 8, the net real electrical power flow at point
can be written as equation 65

P = R
Δx|Z|2 [1 − cos(𝛿(x0) − 𝛿(x0 ± Δx))]

+ X
Δx|Z|2 sin(𝛿(x0) − 𝛿(x0 ± Δx)) (65)

where 𝛿(x) represents the phase angle of voltage at x,
and R, X, and Z represent the resistance, reactance, and
impedance of the branch, respectively. Using Taylor series
expansion about x0 and disregarding higher order terms,
we get

P = R|Z|2
(
𝜕𝛿(x0)
𝜕x

)2

Δx − X|Z|2
(
𝜕2𝛿(x0)
𝜕x2

)
Δx (66)

The real power produced at the generator terminal is
determined by equation 67, and the real power delivered
to the point x0 by the generator is given by equation 68

PG@G(x0) =ΔxGint[1 − cos(𝛿(x0) − 𝜑(x0))]

+ ΔxBint sin(𝛿(x0) − 𝜑(x0)) (67)

PG(x0) =ΔxGint[cos(𝛿(x0) − 𝜑(x0)) − 1]

− ΔxBint sin(𝛿(x0) − 𝜑(x0)) (68)

where Gint and Bint represent the conductance and suscep-
tance of a generator. By conservation of power, the summa-
tion of power at a region must be zero, which implies

P = PG − Ps (69)

where P is the net real power flow at x0, PG is the real
power delivered by the generator, and Ps is the real power
consumed by the load. Plugging equations 66, 67, and 68
into equation 69, we obtain

G
(
𝜕𝛿(x0)
𝜕x

)2

− B
𝜕2𝛿(x0)
𝜕x2

= Gint[cos(𝛿(x0) − 𝜑(x0)) − 1]

− Bint sin(𝛿(x0) − 𝜑(x0) − Gs (70)

which is known as the continuum equivalent of load flow
equations of the power system. On the other hand, the
internal generator phase angle dynamics are modeled
using

m(x0)
𝜕2𝜑(x0, t)

𝜕t2
+ d(x0)

𝜕𝜑(x0, t)
𝜕t

= Pm(x0) −
PG@G(x0)

Δx
(71)

where m(x0) and d(x0) are the generator inertia and damp-
ing constant, and Pm(x0) is the mechanical power of a gen-
erator. Plugging equation 67 into equation 71, we obtain
equation 72

m(x0)
𝜕2𝜑(x0, t)

𝜕t2
+ d(x0)

𝜕𝜑(x0, t)
𝜕t

= Pm(x0)

+ Bint sin(𝛿(x0) − 𝜑(x0) − Gint[1 − cos(𝛿(x0) − 𝜑(x0))] (72)

which is known as the continuum equivalent of swing
equations of the power system.

7.2. Methodology

As mentioned earlier, electromechanical wave originated
following a disturbance travels with finite velocity in a
given network. Since these waves propagate through dif-
ferent paths, they reach remote buses with distinct time
delays, which depend on each path length and propaga-
tion speed of wave through that path. Therefore, one can
determine the fault location using ToA measurements at
various locations along with the supporting information
to determine each path’s length and speed of propagation
through that path. The method discussed in this arti-
cle detects ToA of electromechanical waves modulated
on the phasor angle of voltage at selected buses where
PMUs are available and then deploys Dijkstra’s shortest
path algorithm (36) combined with several mathematical
steps to detect the faulty line. Finally, the location of the
fault will be determined inside faulty line using binary
search method. Details of the methodology are explained
next.

Time of Arrival and Fault Type Detection. Leveraging
supervised learning to analyze the first swing of the
phasor angle obtained from PMUs, the ToA of electrome-
chanical wave can be obtained. To differentiate between
faults and other disturbances as well as different types
of faults, three types of input signals are defined in the
input layer. The phase angles of each three-phase voltages
as well as their first- and second-time derivatives were
selected as inputs. The inputs and the desired outputs
are compared in a hidden layer, and errors are then
propagated back through the system. Since the nature of
the electromechanical-wave oscillation propagation and
its related phase angle modulation is same for different
networks, the ToA detector can be used for any given
network.

Faulty Line Detection. Once the ToA of electromechan
ical-wave oscillation is obtained at selected buses where
PMUs are installed, it can be used to determine the faulty
line. Several mathematic steps as described below must be
deployed before the faulty line could be detected.

(1) Computation of Line Propagation Delay

Based on continuum model, the speed of electromechan
ical-wave propagation through any network solely depends
on the system parameters and can be obtained as follows
(31):

v =
√

𝜔 sin 𝜃

2h|z| (73)

where 𝜔 is the nominal system frequency, 𝜃 is the line
impedance angle (∼90∘), h is the inertia constant of gen-
erator, and |z| is the line impedance. Therefore, the
propagation delay of each line in the network can be
calculated by

Tdelay−L = xL√
𝜔 sin 𝜃

2h|z|
(74)

where L= 1, … , l represents each transmission line in
the network, and xL is the total length of line L. So, if
length and impedance of transmission lines are known,
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electromechanical-wave propagation delay through each
transmission line can be calculated using equation 74.

(2) Calculation of Measured ToA Matrix

Figure 9 is used to explain the computation of the short-
est time-delay matrix. As shown in Figure 9, for the given
network assume that PMU measurements are available at
buses A, B, C, and D, while a fault occurs at an unknown
bus k (this assumption will be removed later). The propa-
gation delay of the electromechanical wave to reach bus A
after fault occurs at bus k can be obtained by

tAk = tA − tk (75)

where tk represents the fault initiation time at bus k, tA
represents the ToA of electromechanical wave at bus A,
and tAk is the propagation delay of the electromechanical
wave to arrive at bus A. Since the fault initiation time
tk is unknown, it is impossible to obtain tAk. Suppose
that bus A is the first to receive the propagated wave. It
can be used as the time reference. Therefore, the wave
propagation delay from bus k to bus B with respect to the
ToA of the electromechanical wave at bus A (tA) can be
defined as

tBA = tBk − tAk = (tB − tk) − (tA − tk) = tB − tA (76)

It should be noted that equation 76 is always correct,
since the electromechanical waves propagate along the
transmission lines always following the shortest path
rule. The electromechanical-wave propagation delay from
bus k to other buses with respect to the ToA of the elec-
tromechanical wave at bus A (tA) can be defined similar to
equation 76. Hence, the measured propagation time-delay
matrix can be defined as

Tmeas = [tBA tCA tDA] (77)

(3) Calculation of Theoretical Time-Delay Matrix

Since the propagation delay of each transmission line is
known by equation 74, the vector of time differences result-
ing from the shortest propagation delay could be computed
as follows.

Tsp−x =
[
𝜏Bx − 𝜏Ax 𝜏Cx − 𝜏Ax 𝜏Dx − 𝜏Ax

]
(78)
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Figure 9. Illustration of the calculation of theoretical and mea-
sured delay matrices.

where 𝜏Ax, 𝜏Bx, 𝜏Cx, and 𝜏Dx are the theoretical shortest
propagation time delay from buses A, B, C, and D to any
arbitrary bus x, respectively. It can be rewritten as

Tsp−x =
[
𝜏BAx 𝜏CAx 𝜏DAx

]
(79)

The shortest time-delay path for each bus pair is com-
puted utilizing the Dijkstra’s algorithm. One-time compu-
tation of equation 79 with Dijkstra’s algorithm is valid for a
given topology before any line switching takes place. After
any topology changes, the calculation must be repeated to
update the matrix elements.

(4) Definition of Minimum Error Function

As shown in Figure 9, if the fault occurs at unknown bus
k, the calculated Tsp−k should identically match the Tmeas
captured by ToA detectors. Therefore, one can define Px as
follows and then check it for all buses to find the bus that
corresponds to the minimum (zero) value.

Px = Min(‖Tsp−x − Tmeas‖) x = 1, … ,n (80)

where x=1, … , n is the total number of buses, and Px is
the minimum norm linked with bus x.

As stated before, we assume that faults only take place
at buses, which is not realistic in actual power system.
Consequently, the methodology must be revised, so that
the method can be applied for any arbitrary fault located
along the transmission lines. As shown in Figure 9, if the
fault occurs at an arbitrary point f, two buses correspond-
ing to the minimum two values obtained from equation 80
will be selected. The network topology will be checked to
see if this pair of buses has a direct link to each other. If
so, the line connecting these two buses will be declared
as faulty line. If there is no direct link between the two
buses, then each line connected to the two buses will be
considered as the faulty-line candidate. Hence, fault loca-
tion calculation must be repeated for all possible candi-
dates, which can be tolerated due to limited number of
lines connected to the pair of suspect buses.

Locating Fault Using Binary Search. Once the faulty line
is determined, the exact location of fault can be derived
by adding fictitious buses and dividing the faulty line
into two-line segments (binary search approach (37)). As
shown in Figure 10, the first fictitious bus divides the
faulty line (mk) into two equal sections (a1m and a1k).
Then, equation 80 will be recalculated for x=a1, m, and
k. Then, the two buses that correspond to the lowest Px
values will be treated as the faulty section. Similarly,

1/2

k

1/2

1/4

1/81/8

1/4

1st3rd4th2nd m

Figure 10. Illustration of the binary search used for fault loca-
tion method.
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the second fictitious bus divides the faulty section (a1k in
Figure 10) into equal sections (a1k and a2k) and so on. If
this process occurs over and over, mathematically, after
adding the ith fictitious bus, the location of fault will be
determined within the following error:

E =
(

1
2i

)
× 100

7.3. Discussion on Accuracy and Trade-Offs

The proposed fault location methodology based on
propagation of electromechanical-wave oscillation has
been rigorously tested against different fault types, loca-
tions, system topology changes, and PMU bad data, and
the summary is concluded as below:

• Unlike different wide area measurement-based
methods that require information from all buses,
the proposed method uses measurements from
sparsely located PMUs, which reduce the cost of
implementation.

• The calculation burden is less than most of the single-
or multiple-end fault location methods, since the
precalculated shortest path database using Dijkstra’s
algorithm will remain vailed until the topology of the
power system changes.

• The proposed method could be implemented with
PMUs or any other IED devices, which can measure
and report GPS synchronized phasors.

• The fault location error remains under 1% for all fault
types and locations.

• The effect of PMU bad data is felt when the affected
PMUs are less than two buses away from the faulty
line.

• The accuracy of the methodology deteriorates once
the topology of the system changes. The impact on
accuracy remains negligible if the topology changes are
more than two buses away from the faulty line.

8. FAULT LOCATION IN DISTRIBUTION SYSTEMS

Accurate fault location identification is one of the key func-
tions for distribution management system programs. Once
the location of the fault is identified, post fault-restoration
process is carried out. A variety of fault location methods
have been proposed as discussed in the following sections.

8.1. Summary of Methods

Impedance-Based Method. In this method, the apparent
impedance between the fault location and the substa-
tion is estimated using the voltage and current phasor
measurements. Once the total impedance is determined,
the distance of the fault from the substation can be cal-
culated since the per-length impedance values of the
lines are available. The calculations can be performed
in the sequence domain using zero, positive, and nega-
tive sequence components of the network (38) or in the
three-phase domain (39).

Superimposed Method. This approach pinpoints the
fault by finding the fault location that minimizes
the superimposed values of the voltage and current in
the healthy phases. The superimposed values are calcu-
lated by subtracting the prefault measured values from
the during-fault measured values.

Traveling Wave Method. This approach is based on the
traveling waves generated by the faults (40). The mea-
surements can be performed at one end of the line or at
both ends of the line at a sampling rate of 1–10 MHz.
This method is more suitable for transmission lines as
in the distribution systems the presence of laterals and
sublaterals causes multiple reflections that make the
task of detecting the arrival time of the traveling waves
challenging.

Artificial Intelligence-Based Method. This method uti-
lizes artificial intelligent methods for finding the fault
locations (41). Features such as amplitude of the voltage
and current measurements and patterns of change in the
current and voltage amplitudes due to the operation of
protective devices and reclosers are used for the training
purpose. The drawback of this method is the fact that
large number of training data are needed, and subsequent
to the changes in the system topology, the patterns may
change, which necessitates retraining of the algorithms.

Voltage Sag Data-Based Method. This approach is based
on the comparison between simulated and measured sig-
nals (42). Faults at different locations are simulated, and
the results are compared with the measured data from the
power distribution systems. The fault scenario that gen-
erates signals with highest similarity with the measured
data is the actual fault location. Advantage of this method
is that it can be used for different types of distribution sys-
tems with different load types. However, it requires simu-
lating many fault scenarios, which increases the computa-
tional burden of the method. Therefore, in Reference 43, a
hybrid method has been proposed to reduce the computa-
tional burden of the method.

Micro-PMU-Based Method. In this method, synchro-
nized measurements from Micro-PMUs are used for the
fault location identification purpose. The advantage of
using synchronized measurements is that in addition to
the amplitude, the phase angles of the measured sig-
nals can be used for the fault location identification. For
example, in Reference 44, a method using Micro-PMU
data is proposed that operates based on the superimposed
values of the measurements. This method requires the
installation of Micro-PMUs.

8.2. Eliminating Multiple Fault Location Estimates

Fault location identification methods may estimate more
than one location for the fault. In this case, the fault
location method determines multiple fault locations that
their electrical distances from the substation are the
same as that of the actual fault location. Several methods
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have been proposed to eliminate the false fault location
estimations.

In Reference 38, data from fault indicators (FIs) are
used to eliminate false estimates. However, possible loss of
data and misoperations are not considered. In Reference
43, a method based on fuzzy Petri nets is proposed that
utilizes collected status data such as the status of the pro-
tective devices and FIs and outage notifications from smart
meters to eliminate false estimates. In this approach, in
the first stage, the faulted zone is identified, and then, the
voltage sag data-based fault location method is used to pin-
point the fault location. The advantage of this approach is
that not only the problem of the multiple false estimations
is solved but also the fault location estimation processing
time reduces significantly as in the first stage the search
space of the voltage sag data-based fault location method
is significantly reduced, leading to a faster faut location
identification.

In Reference 45, data collected from few meters
along the feeder is utilized for eliminating the false
estimates. Once the impedance-based fault location
method identifies a short list of possible fault loca-
tions, faults at the identified locations are simulated,
and the fault case that generates voltage and cur-
rent values with highest similarity with the measured
current and voltage values at the meter locations is
identified as the actual location of the fault. To min-
imize the number of required meters, the problem of
meter placement is formulated as a mixed-integer lin-
ear programming problem. The MILP-based method
determines the minimum number of meters and the loca-
tions that they should be installed to assure that faults
at different locations can be differentiated from each
other.

In Reference 39 also, a method to eliminate the false
estimations using the observed pattern of the operation of
protective devices such as fuses and reclosers is proposed.
The fault scenario that generates a similar pattern to the
observed pattern of protective devices operation is identi-
fied as the actual location of the fault.

To further explain the procedure of the fault location
identification in distribution systems, the procedure of a
hybrid fault location method is discussed in this section.
More details of this method are presented in Reference 45.

First, a short list of possible fault locations is identi-
fied using an impedance-based fault location method. The
impedance-based fault location method determines all pos-
sible fault locations that are at the same electrical dis-
tance from the substation. To eliminate the false estimates,
in Reference 45, a voltage sag-based fault location is uti-
lized. Fault scenarios are simulated by applying faults at
the identified possible fault locations. To estimate the fault
resistance, the procedure shown in Figure 11 is used in
which

𝜀 = |Isimulated| − |Irecorded| (81)

where
|Isimulated| is the amplitude of the simulated current

phasor at the substation.
|Irecorded| is the amplitude of the recorded current pha-

sor at the substation.

Rf (2)Rf (3)Rf (1) Rf

ε (2)

ε (3)

ε (1)

Error

Solution because

ε < convergence tolerance

ε (4)

Figure 11. The procedure for estimating the fault resistance.
Source: Lotfifard et al. (46).

The value of the fault resistance is changed according
to Figure 11 until the value of 𝜀 becomes smaller than a
predetermined threshold value.

Once the fault resistance is determined, the similarity
of the simulated scenarios and the actual faulted condition
is determined. The fault scenario (i.e., the fault location
among the identified list of fault locations) that gener-
ates voltage and current signals at the installed meters
throughout the feeder is selected as the actual location
of the fault. The following index quantifies the similarity
between the simulated and the actual fault case:

Flag = 1
Error + Δ

(82)

where
Δ is a small value to prevent division by zero

Error = 𝜀2
amplitude(V) + 𝜀2

phase(V) + 𝜀2
phase(I) (83)

where
𝜀amplitude(V) is the difference between the amplitude of the

characteristic voltage of the recorded and simulated volt-
age sags

𝜀phase(v) is the difference between the phase angle of the
characteristic voltage of the recorded and simulated volt-
age sags.

𝜀phase(I) is difference between the phase angle of the
recorded and simulated current at the root node (i.e., sub-
station).

The fault scenario among the determined short list of
identified possible fault locations with highest flag value
in equation 82 is the actual fault location.

Some of the influential factors on the accuracy of the
algorithms are as follows:

• The accuracy of the parameters of the simulated/mod-
eled power distribution lines and tapped load values.
This is because the proposed methods are model-based
fault location algorithms that rely on the availability of
the accurate model of the system.

• Uncertainties in the measured voltage and current sig-
nals by the meters.
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• The type of the considered loads (i.e., constant
impedance model or voltage-dependent model).

In Reference 45, a systematic approach is developed
that quantifies the degree of the impacts of the abovemen-
tioned factors on the accuracy of different fault location
methods.

8.3. Selection Criteria

Due to the importance of fault location identification,
many fault location methods have been proposed in the
past, and some of them were discussed in the previous
sections. Different methods have strengths and short-
comings, depending on the considered assumptions and
implementation requirements. A relevant question is how
to select the best fault location method that is suitable for
the distribution system under study?

Some methods only require current and/or voltage mea-
surements at the substation, while other methods require
voltage and/or current measurements along the feeder
in addition to the substation data. The collected data
from the feeder need to be synchronized (i.e., Micro-PMU
should be used) in some methods, while other methods
can operate based on unsynchronized data such as voltage
measurements by power quality meters that do not neces-
sarily provide synchronized samples. Some methods are
based on time domain analysis and require sampled data,
while others are based on the phasor domain analysis and
only require phasor measurements. Some methods such as
traveling wave methods require data acquisition systems
with high sampling rates in the order of megahertz, while
other methods can operate based on conventional data
acquisition systems in the range of kilohertz sampling
rates.

The considered model for the feeder is another factor
that should be considered. Fault location identification
methods can be developed based on the short- or long-line
models. Some methods consider the presence of laterals
and sublaterals and multiphase systems. The lines can
be homogeneous or heterogeneous. Load models are also
different and can be constant impedance model or voltage-
dependent model. Considered resistance of the fault is
another factor that should be considered as some methods
are only suitable for bolted faults.

The abovementioned requirements and assumptions
have direct impacts on the selection of the fault loca-
tion method for the distribution system under study.
For example, algorithms based on time-domain analysis
require fast communication systems for collecting the
data. However, they are suitable for fault scenarios that a
full cycle of during-fault data are not available in the case
of subcycle faults (47).

It is quite possible that several methods meet the
requirements and limitations of the system. To select the
most suitable method among the identified short list of
methods, the accuracy of the method in finding the location
of the fault can be selected as the metric. For instance, in
Reference 45, uncertainty analysis is performed to select
the most suitable method. The error in estimating the

fault location is defined as follows:

e = f (x1, x2, … xn) (84)

where e is the fault location estimation error, f() is the func-
tion that relates the inputs (xis) to the output (estimated
fault location error), and xi represents factors that affect
the estimation results. For instance, xi is the measured
voltage signal at the substation; x2 is the measured current
signal at the substation; x3 is the line parameter; x4 is the
estimated load at each node; and x5 is the fault resistance.

The above uncertainty analysis can be solved using dif-
ferent methods, including 2n+1 point estimation method
that is used in Reference 45. The method with error can be
selected as the most suitable fault location method.

9. PREDICTION OF FAULT LOCATION

The main steps for building a fault-prediction model are as
follows:

• Data preprocessing. The collected raw data comes with
a number of problems, such as missing data, bad data
(outliers), data duplicates, and time synchronization
errors. In addition, datasets are not usually tailored
for the specific application that is being developed.
Thus, they may contain a large amount of irrelevant
information or information provided in a wrong for-
mat/unit. All these issues are solved during the data
preprocessing.

• Prediction target definition. Depending on the specific
application we are working on and the available tem-
poral and spatial scales of our data, we can chose a
different prediction target. For example, we may want
to focus on the prediction of probability of transmission
line outage one hour in advance, or we may choose to
predict probability of distribution transformer failure
during a specific day. This selection will define the
required spatial and temporal targets used for the
next step – spatiotemporal data correlation. There is a
trade-off between choosing temporal and spatial scales
of input data and accuracy of the prediction model.
If we choose to make prediction with data on smaller
spatial resolution, we can expect the lower accuracy.
For example, if we can make more accurate prediction
of the expected outage probability on the level of one
distribution feeder, then we can make on the level of
one distribution pole.

• Spatiotemporal correlation of data. Fault-prediction
model requires a merge of various datasets collected
with different spatial and temporal resolutions. For
example, vegetation maps can be created based on
the imagery data collected once per year that come as
raster files with 100 m spatial resolution covering a
wide geographical area. On the other hand, weather
parameters can be obtained from sparsely located
points of land-based weather stations, with temporal
resolution of 1 min. Network geographical map is pre-
sented as a set of points (for substations, towers, and
equipment units such as transformers and insulators)
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and polylines (network lines and feeders). Prior to the
creation of the prediction model inputs, all the data
must be spatiotemporally correlated to ensure that
the right measurement values are associated with the
specific time and location.

• Creation of prediction model inputs. The prediction
models require as input a set of features, and if avail-
able a set of associated labels. For example, if we
are looking into a historical vegetation outage that
occurred on the distribution feeder, we want to collect
all the measurements for that particular moment in
time at the feeder location, such as weather param-
eters and vegetation indices, and group them into a
set of input features. If we are doing classification, we
assign a binary value as a label (“1” for the event, and
“0” for normal operation).

• Selection and training of the prediction model. The
next step is to select a type of a prediction model we
want to use. If we are trying to predict whether or not
there will be a fault, we can use binary classification
models (such as random forest and logistic regression).
On the other hand, if we are trying to predict a specific
value of a parameter that may lead to the fault (for
example, predicting the insulator strength), we may
choose to use linear regression models instead. In this
step, the created input training dataset is used to train
the machine learning model. Machine learning algo-
rithms have hyperparameters that need to be set to a
value that ensures the convergence and high accuracy
of the model.

• Evaluation and visualization of the prediction results.
The last step is testing of the prediction model perfor-
mances on an unseen set of data and visualization of the
results. The split of the training and testing dataset can
be done in different ways; for example, one may choose
to use first 10 months of the year as a training dataset,
and the last two months as a testing dataset, or the test-
ing dataset may be selected by picking 20% of the data
randomly over the whole period. The type of visualiza-
tion of results is selected based on the requirements of
the application user.

We demonstrate the capabilities and accuracy of dif-
ferent machine learning algorithms for fault prediction
through four different examples, ranging from distribution
to transmission, including prediction on different spatial
scales (transmission line, distribution feeder, transmis-
sion tower insulators, and distribution transformer),
and a variety of machine learning algorithms, some for
classification and some for regression-based problems.
Various methods that will be presented in Section 9.1
have accuracy ranging from ∼0.75–0.80 in the case of
distribution system applications to ∼0.85–0.90 in the case
of transmission system applications.

9.1. Prediction of Transmission System Faults Caused
by Environmental Conditions

The knowledge from historical outage and weather data
is used for the training of the machine learning model
to provide accurate predictions of weather-related faults

in the transmission system 1–3 hours ahead (48). Since
spatial proximity plays an important role when it comes
to outage occurrence prediction, the data holds a certain
spatial structure that needs to be considered. The required
datasets include the historical outage data and the his-
torical weather measurements and weather forecast for
the following parameters: Wind Direction, Wind Speed,
Wind Gust, Temperature, Dew Point, Relative Humid-
ity, Pressure, Precipitation/Hour, and Present Weather
Codes.

An ensemble-based model that can handle binary clas-
sification problems such as collaborative logistic ensemble
classifier (CLEC) (48) is used for event detection. Consider
the training dataset  = {z1 = (x1y1), … , zN = (xNyN)} in
which the constituents of X and y are organized into pairs.
The bias-variance balancing objective function of CLEC is
defined as

Robj(h,) =
√

Remp(h,)2 + dCorr(𝓁(⋅,h), ztrn)2 (85)

where Remp(h,) = 1∕N
N∑

i=1
𝓁(zi,h) is the empirical risk of a

model h w.r.t. , and dCorr(𝓁(⋅, h), ztrn) is the distance cor-
relation (49), a measure of statistical dependence between
a value outputted by a given loss function 𝓁(⋅, h) and a ran-
dom training example (observation) ztrn. Minimizing the
first term in Robj(h,) protects against underfitting, while
minimizing the second term indirectly prevents from over-
fitting (50). As this study concerns a binary classification
problem, the loss function is chosen to assess misclassifica-
tions, that is, 𝓁(zi, h)= I(yi ≠h(xi)), where I is an indicator
function.

To discover hidden data substructures, CLEC employs
multiple “local” logistic regression (LR) models.  is sam-
pled uniformly M times using stratified sampling without
replacement, thus generating M data subsets 1, … ,M

of size 𝜂N, where 𝜂 ∈ (0, 1). Each m is used to train a single
LR component FDm . Upon training all the M components,
the label of an unobserved substation xs = [x, v′ ] can be
predicted as

Φ(xs) = sign

(
M∑

m=1

FDm (xs)

)
(86)

As for the probability scores of Φ, they are taken
to be the average of the probabilities estimated by the
components FDm . Further, the components’ subsets are
modified by allowing the components to exchange informa-
tion across their subsets. The observations are exchanged
among the components in a way that maximizes the dif-
ference between the values of Robj, calculated before and
after each exchange, that is,

(j∗,k∗) = argmax
(i,j)

Δjk = argmax
(i,j)

Robj(Φ,) − Robj(Φ(jk) ,)

(87)
The CLEC algorithm was tested and compared to the

logistic regression (LR) (48). The results are presented in
Table 1 (48). We can observe that the CLEC algorithm out-
performs LR. Figure 12 (48) presents the real-time outage
probability maps. In ideal case, the predicted probability is
high (red color) at the outage locations and low (dark green
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Table 1. Prediction Performance w.r.t. Different Evaluation
Metrics

Model Acc. AUC F1 Bias

LR 0.85 0.93 0.81 0.68
CLEC 0.89 0.93 0.85 0.77

Source: Based on Dokic et al. (48).

color) everywhere else. The following can be observed from
the map in Figure 12 (i) for the no-outage locations, the pre-
dicted probability of outages was less than 60%; (ii) for the
cases with multiple outages in the network, the area with
faults had points with high outage probability (over 80%).

9.2. Prediction Distribution System Faults Caused by the
Surrounding Trees

We introduced the predictive data-driven method for vege-
tation management in distribution (51). The model enables
real-time analysis of the vegetation impact on the distri-
bution feeders based on predictive risk maps. Prediction
algorithm is based on the Gaussian conditional random
field (GCRF) regression predictor (52). The dataset used
for the study is outlined in Table 2 (51).

A GCRF is used for the prediction of network vul-
nerability. The GCRF model uses a weighted graph as a
data structure, which enables the exploitation of spatial
similarities between the nodes for the improved prediction
capability. The GCRF predicts the state of vegetation
impact, denoted y, based on the historical measurements
in the input vector x. The GCRF expresses the conditional
distribution as

P(y|x) = 1
Z

exp

(
−

N∑
i=1

K∑
k=1

𝛼k(yi − Rk(x))
2

−
∑
i,j

L∑
l=1

𝛽le
(l)
ij S(l)

ij (x)(yi − yj)
2

)
(88)

where Z is a normalization constant, x is a set of input vari-
ables from the historical measurements, y is a set of output
variables, N is a total number of nodes (line sections) in the
network graph, Rk are unstructured models where k is the
number of predictors, Sij represent similarities between
outputs at nodes i and j determined based on their geo-
graphical distance, L is the number of branches, 𝛼 are the
parameters of the association, and 𝛽 are the interaction
potentials.
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Figure 12. Example of predicted fault probabilities map. Source: Dokic et al. (48).

Table 2. Parameters Extracted in Preprocessing

Historical outage
data

Periodic tree
trimming

Reactive tree
trimming

Poles Lines Vegetation Weather

Spatial Point shapefile Polyline shapefile Polyline
shapefile

Point shapefile Polyline
shapefile

Raster, polygon
shapefiles

Points, polygon
shapefiles

Temporal Start and end time Year quarter Date Static Static Year 1 min–3 h

Other
parameters

Num. of customers,
cause code

Trim period, num.
of customers,
cost

Cost Material/class,
height

Conductor size,
count, and
material,
nominal
voltage

Imagery,
vegetation
classes

Wind,
temperature,
precipitation,
humidity,
pressure,
forecast…

Source: Dokic and Kezunovic (51).
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Figure 13. Example of vegetation risk map. Source: Dokic and
Kezunovic (51).

The output y of the algorithm is the predicted state of
vegetation impact on the feeder section. The parameters
𝛼 and 𝛽 from equation 88 can be estimated by maximiz-
ing the conditional log-likelihood from our training set and
applying the gradient descent optimization algorithm:

L(𝛼, 𝛽) =
∑

log P(x) (89)

(𝛂,𝛃) = (L(𝛂,𝛃)) (90)

The benefits of this method are confirmed on an actual
utility distribution network in Texas. The area of the ana-
lyzed network is ∼2000 km2, containing approximately
200 000 poles and 120 000 feeders. The historical data
were collected from January 2011 up to the end of April
2016. Over this period, 90% of the collected data were used
for training of the prediction algorithm, while the remain-
ing 10% of outages at the end of 2015 and beginning of
2016 were used as testing set. The predicted risk map
for 23 February 2016 is presented in Figure 13 (51). We
can observe that the predicted risk value on the faulted
section is 84%.

9.3. Prediction of Distribution Transformer Failures

According to the study in Reference 53, weather and aging
combined are a cause for over 50% of distribution trans-
former failures. In order to verify the correlation between
weather parameters and DT failure, it is necessary to col-
lect the historical weather and DT failure data. Then, the
LR can be used to predict the probabilities of DT failures
associated with the specific expected weather conditions.
The DT failure study (53) analyses the weather impacts on
step-down transformers (22.9 kV–220 V) used in the distri-
bution sectors in South Korea.

Dataset used for the study contains the data for model-
ing outage events used for prediction and analysis starting

from year 2012 up to year 2018, a total of 237 events. The
historical outages are extracted for five causes: lighting,
tree contact, snow, rain, and dust. The weather parame-
ters considered in this study are Lightning, Average Tem-
perature, Highest Temperature (HT), Relative Humidity,
Maximum Wind Speed, Wind Gust, and Precipitation. The
dates that have outages caused by weather are selected for
Y = 1, and the dates that do not have any outages are pre-
sented as Y= 0 and historical weather are extracted.

The LR model is used for modeling a binary response
(i.e., success/fail). This model estimates the probability of
the response occurring P(X)=Pr(Y=1|X) through a lin-
ear function of explanatory variables X. In this study, it is
natural that the response variable Y is a DT failure, that
is, 1 (failure) and 0 (no failure), and weather predictors
are available for modeling LR. Specifically, X is n× (p+1)
design matrix, where n is the number of observations, and
p is the number of weather predictors. Naturally, the num-
ber of coefficients is eight by seven predictors and an inter-
cept. The corresponding coefficients 𝛽 of the predictors des-
ignate the effect of the weather predictors on the proba-
bility of the DT failure. The basic intuition behind using
maximum likelihood to fit a LR model is as follows: we seek
estimates such that the predicted probability of failure for
each individual DT is most likely to agree with its observed
failure. This intuition can be formalized using the mathe-
matical equations 91–93 as follows:

𝛃 = [β0, … , β7]
T (91)

𝓁(𝛃) =
∏

i∶yi=1

p(xi)
∏
i′∶yi′

(1 − p(xi′ ) (92)

𝛃 = max
𝛃

𝓁(𝛃) (93)

Once the coefficients in equation 93 have been esti-
mated, the probability of failure is given by

p(x) = exT𝛃

1 + exT𝛃 (94)

To evaluate LR, the receiver operating characteristics
(ROC) graphs and the area under curve (AUC) are used.
The historical DT failure data are divided into the testing
and training sets; 90% of the total dataset is selected for
training, and the remaining 10% of the data are used for
the testing. The degree of high temperature (HT) is clas-
sified into three temperature thresholds such as 82.4 ∘F,
86 ∘F, and 89.6 ∘F in order to make the interpretation of
the HT coefficient precise. The model reported the AUC
of 0.796, 0.798, and 0.764 for 82.4 ∘F, 86 ∘F, and 89.6 ∘F,
respectively, as shown in Figure 14 (53).

9.4. Prediction of Transmission System Insulator Failures

We present here a predictive framework for mapping of
insulator faults in the transmission network (54). Based
on the observation of risk tracking and prediction, the
zones with the highest probability of lightning caused
outages are identified. A variety of data sources are used:
utility asset management, geographical information sys-
tem, lightning detection network, historical weather and
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Figure 14. ROC for LR of DT failures. (a) HT=82.4 ∘F; (b) HT=86 ∘F; (c) HT= 89.6 ∘F. Source: Hui Ko et al. (53).

Table 3. List of Parameters

Historical network
data

Insulator physical
characteristics

In-field
measurements

Weather
parameters

Other environmental
parameters

Outage reports Surge impedances of
towers and ground
wires

Leakage current
magnitude

Corona discharge
detection

National lightning
detection
network

Vegetation index
(presence and
canopy height)

Maintenance
orders

Footing resistance Flashover voltage Infrared reflection
thermography

Automated surface
observing system

Elevation

Replacement
orders

Component BIL Electric field
distribution

Visual inspection
reports

National digital
forecast
database

Soil

Source: Kezunovic et al. (54).

weather forecasts, and vegetation and soil properties, as
outlined in Table 3 (54).

The proposed application is focused on predicting the
risk of transmission line insulators experiencing an insu-
lation breakdown due to the accumulated deterioration
over time and an instant impact of a given lightning strike.
The linear regression prediction-based algorithm, GCRF,

previously described in Section 8.3, observes the impact
of various historical events on each individual component.
In addition, the spatial distribution of various impacts
is used to enhance the predictive performances of the
algorithm.

For each lightning strike, the lightning protection
parameters are calculated for the existing atmospheric
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Figure 15. Example of insulator failure risk map. Source:
Kezunovic et al. (54).

conditions obtained from the historical weather data.
Additional weather parameters (temperature, humidity,
pressure, and precipitation) are needed to calculate BIL
under nonstandard atmospheric conditions (55). First, the
relative air density and humidity correction factor are
calculated as equation 95

𝛿 = PTs

PsT
,Hc = 1 + 0.0096 ⋅

[
H
𝛿

− 11
]

(95)

where TS and PS are the standard temperature and pres-
sure, respectively, and T and P are the measured temper-
ature and pressure, respectively. The humidity correction
factor is equal to 1 for rainy conditions, and for dry con-
ditions it is calculated using equation 95. Then, the BIL
under nonstandard atmospheric conditions is calculated as
BILA:

BILA = 𝛿HCBILS (96)

where BILS is the standard BIL.
The method has been simulated and tested on a section

of the network containing 36 substations and 65 trans-
mission lines, with a total of 1590 towers. The historical
outage and lightning data for the period of 5 years were
observed. The risk map assigning insulator fault probabil-
ity to each transmission line tower in the network is shown
in Figure 15 (54).

10. CONCLUSIONS

While this survey gives an overview of many different
approaches to fault location, it is by no means a com-
prehensive review. Over the years, the researchers have
proposed many variants of the algorithms, with some
extending the ideas given in this overview. The IEEE
Standards Organization has also issued a thorough

overview that is highly recommended since it covers many
practical implementation aspects (56).

We have covered only some selected approaches that
we felt our most critical to understanding the application
issues or to appreciate some new approaches to solving the
fault location problem.

In the final assessment of the fault location algorithms
that we have covered, several observations are quite rel-
evant for the understanding of the approaches and their
future implementation:

• In all fault location applications, one has to balance
a delicate trade-off between accuracy and an effort in
collecting and processing the required data. The imple-
mentation method is directly tied to the type of data
required.

• Achieving high accuracy is always a goal, but the cost
of implementation may be prohibitive for some of the
proposed methods. To select the best approach, a study
of the value of an accurate fault location is needed.

• An important differentiation in considering the needed
data is to assess whether the data is readily available,
or additional study time or cost need to be incurred for
obtaining the data. If the data is available but not read-
ily accessible, then it is one-time cost to make it ready
for the use in fault location.

• Another important component is the type of mea-
surements needed to implement the algorithm. If the
measurements can be obtained from the devices that
are already installed, then this is a major advantage
since the device installation and utilization cost that is
already invested is leveraged.

• Last but not the least, the speed with which the fault
location may be determined may also matter. In the
instances when the operators can take an imme-
diate control action if the fault location is known,
the real-time calculation of fault location may be
invaluable.
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